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Abstract. Knowledge of the native structure of a protein 
could provide an understanding of the molecular basis of its 
function. However, in the postgenomics era, there is a growing 
gap between proteins with experimentally determined 
structures and proteins without known structures. To deal 
with the overwhelming data, a collection of automated 
methods as bioinformatics tools which determine the structure 
of a protein from its amino acid sequence have emerged. The 
aim of this paper is to provide the experimental biologists 
with a set of cutting-edge, carefully evaluated, user-friendly 
computational tools for protein structure prediction that would 
be helpful for the interpretation of their results and the rational 
design of new experiments.
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1. Introduction

Experimental determination of protein structure and function 
is becoming increasingly important, as proteins have attracted 
interest as drug targets. Although the large-scale sequencing 
projects have generated an abundance of protein sequence 

data, the experimental determination of a protein structure 
and/or function is labour intensive, time consuming and 
expensive. As a result, the ‘sequence-structure gap’, the gap 
between the number of protein sequences and the number of 
proteins with experimentally determined structure and 
function, is growing rapidly. Therefore, the use of computa-
tional tools for assigning structure to a novel protein represents 
the most efficient alternative to experimental methods (1). To 
overcome this problem, a plethora of automated methods to 
predict protein structure have evolved as computational tools 
over the past decade (2).

In the present review, we present a set of state-of-the-art 
bioinformatics tools that cover most aspects of protein structure 
prediction, including automated methods for primary, secondary 
and tertiary structure prediction from the amino acid sequence 
of the query protein alone. Each of these methods has its 
strengths and limitations. The scope of this paper is to provide 
an overview of the tools available for protein structure 
prediction and offer suggestions on how to use these tools 
more efficiently.

2. Phylogenetic analysis

Sequences which have diverged from a single common ancestor 
(homologs) tend to have similar structure and subsequently 
function. Homologous sequences that have risen after speciation 
are called orthologs, and they tend to have similar functions; 
sequences rising from gene duplication are called paralogs, 
and they tend to have different function (3). Therefore, the first 
step in inferring the structure and/or function of a novel 
protein is to compare this protein with that of an evolutionarily 
related protein of known structure. The shared evolutionary 
origins of sequences are assessed by phylogenetic analysis.

Biological sequence databases. The main repositories of 
biological sequences are the publicly available sequence 
databases. Data mining and analysis tools are provided in 
these databases.

The nucleotide databases independently store data derived 
from sequencing projects. The primary public and compre-
hensive repositories of nucleotide sequence entries are: 
GenBank (4), the European Molecular Biology Laboratory 
Nucleotide Sequence Database (EMBL) (5) and the DNA 
DataBank of Japan (DDBJ) (6). These are members of the 
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International Nucleotide Sequence Database Collaboration 
(INSDC) and they are cross-referenced against each other on 
a daily basis.

The protein databases contain amino acid sequences 
derived from translations of the sequences stored in the 
nucleotide databases or resolved protein structures. The major 
protein sequence databases are GenPept (4), RefSeq (7), 
the Protein Information Resource (PIR) (8), the UniProt 
Knowledgebase (UniProtKB) (9), which consists of the 
non-redundant, manually curated UniProtKB/Swiss-Prot and 
its computer-annotated supplement, UniProtKB/TrEMBL, 
which contains protein sequences translated from the EMBL 
nucleotide sequence database.

The specialized genome databases contain partial or 
complete genomes of different organisms. Examples of 
specialized genome databases are FlyBase (10) and JCI (11). 

Examples of genome databases are ENSEMBL (12) and Entrez 
Genome (13).

The Protein Data Bank (PDB) (14) is the universal reposi-
tory for the three-dimensional structural data of biological 
macromolecules (proteins and nucleic acids), typically obtained 
by X-ray crystallography and NMR spectroscopy, cryoelectrical 
microscopy and theoretical modelling. The data deposited in 
PDB contain three-dimensional coordinates of the deposited 
protein structures, information regarding the method used for 
the structure determination and general information such as 
the names of all components in the deposited structure, full 
sequence of all macromolecular components, literature citations, 
chemical structures of cofactors and prosthetic groups. The 
main structure protein classification schemes are the automated 
CATH (15) and manually curated SCOP (16); they are both 
hierarchical and despite their differences are in agreement 

Table I. Major sequence databases.

Database Comments Web link

Nucleotide sequence databases
  DDBJ Primary sequence repository in Japan http://www.ddbj.nig.ac.jp/
  EMBL Primary sequence repository in Europe http://www.ebi.ac.uk/Databases/
  GenBank Primary sequence repository in the USA http://www.ncbi.nlm.nih.gov/Genbank/
Genome sequence databases
  ENSEMBL Analysis and annotation of metazoan http://www.ensembl.org/
 genomes
  Entrez genome Analysis and annotation of genomes http://www.ncbi.nlm.nih.gov/sites/
 from plasmids, viruses, archaea,  entrez?db=genome
 bacteria and eukaryotes
Protein sequence databases
  GenPept Translations of GenBank coding http://www.ncbi.nlm.nih.gov/Genbank/
 nucleotide entries
  PIR International protein database http://pir.georgetown.edu/
  RefSeq Curated, non-redundant with expert http://www.ncbi.nlm.nih.gov/RefSeq/
 annotation
  UniProt/SwissProt Reviewed, manually annotated entries http://www.uniprot.org/help/uniprotkb
  UniProt/TrEMBL Automatically classified and annotated http://www.uniprot.org/help/uniprotkb
 entries
Specialized databases
  FlyBase Integrated genetic and genomic data http://flybase.org/
 on Drosophila
  JGI Analysis and annnotation of all publicly http://img.jgi.doe.gov/cgi-bin/pub/main.cgi
 available microbial genomes from
 eukaryotes, bacteria and archaea
Protein classification databases
  CATH Proteins classified based on class,  http://www.cathdb.info/
 architecture, topology and homology
  SCOP Structural classification of proteins http://scop.mrc-lmb.cam.ac.uk/scop
  ProtClustDB Proteins classified based on sequence http://www.ncbi.nlm.nih.gov/proteinclusters
 similarity
Protein structure databases
  PDB Resolved 3D biomolecular structures http://www.rcsb.org/pdb
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about which proteins should be assigned to the same group. 
Furthermore, the Protein Clusters Database (ProtClustDB) 
(17) contains clusters of related proteins encoded by complete 
eukaryotic and prokaryotic genomes derived from RefSeq 
(Table I).

Amino acid substitution models. During the course of 
evolution, protein sequences are prone to changes in the form 
of substitutions between amino acid residues with similar 
physicochemical properties (e.g. aromatic, polar, acidic). These 
changes are not detrimental to the overall structure and function 
of a protein. The amino acid substitution models estimate the 
replacement rate of an amino acid residue by another, and 
they are essential in the different steps of phylogenetic 
analysis (see below). The amino acid substitution models used 
to estimate the substitution probabilities are essential in 
phylogenetic analysis. The Point Accepted Mutation (PAM) 
matrix (18) is calculated based on the alignments of closely 
related amino acid sequences. The PAM matrix estimates the 
rate of substitution that would be expected if 1% of the amino 
acid sequence had changed. The BLOck SUbstitution Matrix 
(BLOSUM) (19) series of matrices are calculated based on 
conserved, functionally important, blocks found in aligned 
distantly-related amino acid sequences. For example, the 
BLOSUM62 matrix is calculated from observed substitutions 
between proteins that share 62% sequence identity. Thereby, 
the higher numbered BLOSUM matrices (e.g. BLOSUM80) 
are used for aligning closely related amino acid sequences 
and, conversely, the lower numbered (e.g. BLOSUM45) for 
distantly related sequences. The model JTT (20) estimates 
amino acid substitution rates from a set of closely related pairs 
of amino acid sequences (85% identity). The observed amino 
acid changes for each sequence pair are counted and processed. 
The results of all sequence pairs are averaged.

Pairwise sequence similarity searches. Pairwise sequence 
similarity search methods are employed in order to search the 
sequence databases for protein sequences (templates) similar 
to the query (target) protein; the target sequence is aligned 
with each of the template sequences in a database. There are 
two main methods for pairwise sequence alignment: local and 
global. The former method identifies local regions of similarity 
within sequences that are overall dissimilar to the query 
sequence. The latter method aligns the entire length of the 
query sequence to the database sequences.

The computational tools for local alignment include BLAST 
(21), and SSEARCH, which has implemented the Smith-

Waterman algorithm (22). The filter parameter in BLAST is 
employed to mask off regions of the query sequence that have 
low compositional complexity. Moreover, in BLAST searches, 
the amino acid substitution matrices BLOSUM45 and 
PAM70 could be chosen to detect sequences distantly related 
to the query; matrices BLOSUM80 and PAM30 would be 
recommended for the identification of highly conserved 
regions. There are different variants of BLAST, including the 
position-specific iterated BLAST (PSI-BLAST) (23) which uses 
position-specific scores derived for the multiple alignment of 
homologous sequences to search for related sequences. However, 
the potential problem with PSI-BLAST is contamination with 
sequences unrelated to the query sequence. An example of the 
use of BLAST is shown in Fig. 1. The filter parameter was 
chosen. The human kallikrein 1 (KLK1) protein sequence was 
used as a query to search the genome of Xenopus tropicalis 
(frog) in the ENSEMBL database. The hit with the highest 
score was the sequence ENSXETP00000006440 which, in a 
previous study (24), was shown to be a bona fide KLK1.

The tools for global alignment include FASTA (25) and 
GGSEARCH which is based on the Needleman-Wunsch 
algorithm (26) (Table II). Reciprocal searches are employed to 
identify true orthologs. In a reciprocal search, a query sequence 
from database A is searched against database B. The highest-
scoring sequence from B is then searched against database A. 
If this returns the sequence originally used as the highest 
scorer, then the two sequences are considered true orthologs.

Multiple sequence alignment. Accurate multiple sequence 
alignment (MSA) is a critical step in phylogenetic reconstruction 
(27). The most widely used method for aligning multiple 
sequences is the ‘progressive sequence alignment’ method 
(28). This process involves the construction of a crude ‘guide 
tree’ which determines the order in which the sequences are 
added to the alignment, starting with the most closely related 
sequences and progressively adding the more distant. This 
method suffers from the drawback that misalignments made 
early in the process cannot be rectified (‘once a gap always a 
gap’). CLUSTALW (29) is the most popular implementation 
of this method. ProbCons (30), which is based on probabilistic 
consistency, also uses this method. T-Coffee (31) rectifies the 
mistakes made in the progressive alignment: a library of 
pairwise alignments is constructed which is represented as a 
list of aligned residue pairs and the information in this library 
is used to perform progressive alignment. Programs like 
MUSCLE (32) and MAFFT 5.3 (33,34) apply extensive iterative 
refinement to improve the classical progressive alignment 

Figure 1. Sample BLAST output. In this case, the protein sequence hKLK1 was used as query to search the ENSEMBL database. Lower probability values (P) 
indicate higher probabilities that the results are accurate.
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method. Given that homologous proteins sharing a small 
degree of sequence identity tend to share a similar structure, 
several MSA programs incorporate structural information 
in order to generate improved alignments (especially of 
distantly related sequences). For example, MUMMALS (35) 
improves alignment quality by exploring the use of Hidden 
Markov models (described in detail later in the text) that 
describe local structural information. The program PROMALS 

(36) explores the use of PSI-BLAST sequence database 
searches and secondary structure information for accurately 
aligning distantly related protein sequences. PROMALS3D 
(37) is a derivation of PROMALS and uses three-dimensional 
information in order to improve alignment accuracy. Likewise, 
a T-Coffee variant, 3D-Coffee (38), combines sequence 
alignment and uses three-dimensional structure-sequence 
information for improved alignment (Table III).

Table II. Sequence similarity search web-tools.

Program Comments Web link

BLAST Basic local alignment search tool http://blast.ncbi.nlm.nih.gov/Blast.cgi
FASTA Global alignment search tool;  http://www.ebi.ac.uk/Tools/fasta33/
 recommended for distant homologs
GGSEARCH Global alignment search tool http://www.ebi.ac.uk/Tools/fasta33/
  index.html?program=GGSEARCH
SSEARCH-Protein Local alignment search tool against proteins http://www.ebi.ac.uk/Tools/fasta33/
  index.html?program=SSEARCH
SSEARCH-Proteomes Local alignment search tool against proteomes http://www.ebi.ac.uk/Tools/fasta33/
  proteomes.html?program=SSEARCH

 Query Subject Comments
 ----------------------- ----------------------- ----------------------------------------------------------------------------------------------------------
BLAST variants
  BLASTN Nucleotide Nucleotide Identification of the most similar DNA sequences
  BLASTP Protein Protein Identification of the most similar protein sequences
  TBLASTN Protein Nucleotidea Identification of non-annotated coding DNA sequences
  BLASTX Nucleotidea Protein Identification of novel DNA sequences and ESTs
  TBLASTX Nucleotidea Nucleotidea EST identification
  PSI-BLAST Protein Protein Identification of distant homologs in a protein family

aSix-frame conceptual translation. EST, expressed sequence tag.

Table III. Multiple sequence alignment web-tools.

Program Comments Web link

CLUSTALW Progressive alignment; widely-used http://www.ebi.ac.uk/tools/clustalw2
MAFFT Progressive alignment; accurate http://www.ebi.ac.uk/Tools/mafft/
MUMMALS Use of HMM and local structural http://prodata.swmed.edu/mummals/mummals.php
 information; improved alignment
MUSCLE Progressive alignment; accurate http://www.ebi.ac.uk/Tools/muscle/index.html
ProbCons Probabilistic consistency http://probcons.stanford.edu/
PROMALS Use of database searches and structure http://prodata.swmed.edu/promals/promals.php
 information; distant homologs alignment
PROMALS3D Use of 3D structural information;  http://prodata.swmed.edu/promals3d/promals3d.php
 improved alignment
T-Coffee Progressive alignment; accurate,  http://tcoffee.vital-it.ch/cgi-bin/Tcoffee/tcoffee_cgi/
 sequences limit, high CPU time index.cgi?stage1=1&daction=TCOFFEE::Regular
3D-Coffee Use of 3D structural information;  http://www.phylogeny.fr/version2_cgi/one_task.
 improved alignment cgi?task_type=expresso
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Construction of phylogenetic trees. Proteins identified by 
sequence similarity searches using a query protein, can be 
used to perform phylogenetic analyses in order to resolve their 
evolutionary relationships (i.e. if they are orthologs or paralogs).

Phylogenetic trees are used to depict evolutionary relation-
ships. The methods for re-constructing phylogenetic trees are 
divided into two major categories: distance-matrix and tree-
searching methods. The former (e.g. Neighbor Joining, 
UPGMA etc.) infer a phylogenetic tree by calculating the 
distance (defined as the percentage difference) of all combi-
nations of sequence pairs. The latter searches for the tree that 
best fits the information present in each column of the multiple 
sequence alignment. Examples of tree-searching methods are 
the Maximum Parsimony which searches for the tree with the 
minimum total length and the Maximum Likelihood, which 
searches for the tree with the greatest probability or likelihood 
of observing method which is based on the posterior probability 
principle: the probability that is estimated based on some 
prior expectations which may simply be the expectation of 
any tree from all the possible trees that could be obtained 
from the given dataset.

The most comprehensive phylogenetic software packages 
are PHYLIP (39), PAUP* (40) and the user-friendly MEGA 
(41,42). PhyML (43,44) and RAxML (45) are based on the 

maximum likelihood method. MrBayes (46) performs Bayesian 
inference of phylogeny. The SplitsTree (47) uses the split 
decomposition method to infer phylogeny (48). The interpretation 
of the inferred phylogenetic tree is facilitated by its graphical 
representation. Tree visualization programs such as TreeView 
(49), NJPlot (50), Dendroscope (51) and the web-based iTOL 
(52) allow the display of various tree shapes, as well as editing 
and manipulation of trees (Table IV).

Bootstrapping. The reliability of the inferred tree is tested 
using the bootstrapping process, in which random subsamples 
are taken from the original dataset; individual trees are built 
from each of these which are scored from the frequency of  
node appearance (53,54). Jack-knifing (55) is a similar 
technique, according to which 50% of the original dataset is 
re-sampled.

3. Protein primary structure prediction

The basic information about the structure of a protein comes 
from its primary sequence. The first step in the analysis of the 
protein primary sequence is to divide it into its constituent 
parts (domains) and handle each one of them separately (56). 
The domains are often defined as compact, spatially distinct 

Table IV. Phylogenetic reconstruction programs.

Program Methods Comments Web link

MEGA Distance, maximum parsimony,  Molecular evolutionary http://www.megasoftware.net
 maximum composite likelihood genetics analysis software
MrBayes Bayesian Fast; estimates phylogeny http://mrbayes.csit.fsu.edu/
  from large datasets
PAUP* Maximum parsimony, distance,  Phylogenetic analysis  http://paup.csit.fsu.edu/
 maximum likelihood using parsimony
  (*and other methods)
PHYLIP Distance, maximum parsimony, PHYLogenetic http://evolution.genetics.
 maximum likelihood inference package washington.edu/phylip.html
PhyML Maximum likelihood Fast and accurate method http://www.atgc-montpellier.fr/phyml/
RAxML Maximum likelihood Estimates phylogeny http://phylobench.vital-it.ch/raxml-bb/
  from large datasets
SplitsTree Split decomposition Well-resolved branches http://www.splitstree.org/

 Comments Web link
 -------------------------------------------------------------------- --------------------------------------------------------------------------------------
Tree visualization programs
  Dendroscope Interactive visualization and editing http://www-ab.informatik.uni-tuebingen.de/
 of large phylogenetic trees software/dendroscope
  iTOL Visualization, manipulation and http://itol.embl.de
 annotation of phylogenetic trees; 
 interactive pruning and collapsing
  NJPlot Visualization and manipulation of http://pbil.univ-lyon1.fr/software/njplot.html
 phylogenetic trees
  TreeView Visualization and manipulation of http://taxonomy.zoology.gla.ac.uk/rod/
 phylogenetic trees treeview.html
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functional units, which appear in a variety of otherwise 
unrelated proteins. In biochemistry, the domains are defined 
as protein regions with determined experimental functions. 
Many proteins with a complex function consist of a combination 
of interacting and cooperating domains (57,58).

Protein domains or protein family databases are useful for 
the assignment of function to uncharacterized proteins. These 
databases are often called ‘signature databases’ because they 
contain collections of ‘signatures’ which are consensus repre-
sentations of different domain types or protein families deduced 
from multiple sequence alignments (59,60). Signatures may be 
diagnostic of structure or function, and they are derived using 
a number of different methods which are briefly discussed 
(Fig. 2). Motifs (or blocks) are ungapped multiple sequence 
alignments, typically 10-20 amino acids in length. A set of 
motifs representing a protein domain family is called a 
‘fingerprint’. The principle advantage of motifs/finger prints is 
that they can detect distant sequence relationships (61). The 
position-specific score matrix (PSSM) is a common represe-
ntation of motifs. A PSSM calculates scores at each position 
in the motif independently from the other positions (62). Any 
information from a single conserved region reduced into a 
consensus sequence (or regular expression) results in the 
so-called sequence patterns. Due to their shortness, patterns 
are restricted to detect the most conserved protein regions 
(63). The sequence profiles (also referred to as gapped weight 
matrices) describe larger conserved sequence fragments that 
include variable regions which may contain useful information 
(64). They are used for sensitive detection of larger domains 
(64). In the Hidden Markov Models (HMMs), which are 

related to sequence profiles, each position of a sequence can 
be described as a match, insert or delete state; this allows the 
query sequence to be aligned by assigning to its amino acids 
the most probable state transition (65).

The methods above have given rise to a number of signature 
databases (Table V). Each of these signature databases has 
different diagnostic strengths and it is cross-referenced to 
other databases in order to provide complementary information 
(61). The databases BLOCKS (66) and PRINTS (67) are based 
on motifs and fingerprints, respectively. PSSM models are 
used by the Conserved Domains Database (CDD) (68). 
PROSITE (69) is based on both sequence patterns and 
sequence profiles. HMMs have been adopted by the CDD 
(68), Gene3D (70), PANTHER (71) Pfam (72), PIRSF (73), 
SMART 6 (Simple Modular Architecture Research Tool release 
6) (74), SUPERFAMILY (75) and the TIGRFAMs (76) 
signature databases. There are databases which identify 
protein domain families using sequence clustering. For instance, 
ProDom (77) is created automatically from databases of 
known protein domain family sequences using BLAST followed 
by clustering together of similar sequence fragments from 
different proteins; the resulting protein domain families are 
aligned using MultAlin (78), a program which aligns very 
large sequence families. InterPro is a meta-site which combines 
several major signature databases (79). There are types of 
domains for which a signature is not easy to determine, due to 
the weak similarity between their sequences. SBASE 12.0, a 
collection of protein sequence fragments with known structure 
and/or function, cross-references to all major sequence 
databases and several signature databases, and overcomes this 

Figure 2. Schematic representation of the different types of signatures describing the chromo domain family. The motif is a single conserved region. A 
fingerprint is used to describe a group of motifs. PSSM are generated by adding a scoring to motifs. Each PSSM column corresponds to a motif position and 
contains values based on the amino acid residue frequencies at each position. Weblogo was employed for the generation of the PSSM sequence logos; the 
height of each amino acid residue depicts the frequency of the corresponding residue, and the letters are ordered so that the most frequent one is on the top. 
The patterns represent the core functional and structural features of the sequence. The square brackets and x(n) indicate alternative amino acids at each 
position in the pattern. The residue W is a key catalytic residue of the chromo domain family and therefore there are no alternative residues at this position. 
Profiles are the complete conserved regions including gaps. The Hidden Markov models are statistical models derived from the profiles.
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problem by performing BLAST searches and incorporating 
biological information derived from known protein domain 
groups (80).

Signature databases can be queried with novel protein 
sequences via search engines available in these databases 
(Table VI). Various search algorithms are utilized by these 
tools. For example, SBASE 12.0 (80) uses pairwise sequence 
similarity methods to identify close homologues in the 
signature databases. On the contrary, FingerPRINTScan (81) 
approach exploits the contextual information contained in the 
multiple motifs within a fingerprint to identify distantly-
related homologs in the databases. The InterProScan search 
tool (82) allows a simultaneous search of its member databases. 
However, the user is advised to refer to the original databases 
to obtain richer information. For instance, BLOCKS utilizes 
three different search engines, namely the ‘traditional’ Block 
Searcher and two of its variants: the Block Searcher IMPALA 
and the Block Searcher RPS-BLAST. The former variant 
utilizes Integrating Matrix Profile and Local Alignment 

(IMPALA) algorithm (83) to compare a query protein against 
the PSSM models which represent the blocks in the BLOCKS 
database. The latter variant is using Reverse-Position-Specific 
BLAST (RPS-BLAST), a PSI-BLAST variant algorithm (23), 
to compare a protein query sequence against the signature 
databases. Furthermore, ScanProsite (84) is supplemented by 
a context-dependent annotation transfer system, called ProRule 
(85) in order to detect intra-domain features, such as active 
sites, substrate binding sites and disulfide-bridges. Several 
databases also provide rich graphical outputs, such as: high-
lighting the intra-domain conserved elements, distribution of 
domain families across the major taxonomic groups, interactive 
networks where the interaction patterns of the particular 
domain are displayed etc.

A consensus sequence represents the frequency of a residue 
in a particular position in a multiple sequence alignment. The 
sequence logos are used for the graphical representation of 
these frequencies. The web-based application Weblogo (86) is 
used for the generation of sequence logos (Fig. 2).

Table V. Main databases of protein signatures.

Database Signature type External source Web link

BLOCKS Blocks  http://blocks.fhcrc.org/blocks/
CDD HMM, MSAa Pfam, SMART, COGs,  http://www.ncbi.nlm.nih.gov/
  ProtClustDB Structure/cdd/cdd.shtml
Gene3D HMM CATH http://gene3d.biochem.ucl.ac.uk/Gene3D/
InterPro Integrated signature types Gene3D, PANTHER, Pfam, http://www.ebi.ac.uk/interpro/
 of its member databases PIRSF, PRINTS, ProDom,
  PROSITE, SMART,
  SUPERFAMLY, TIGRFAMs
Pfam HMM, MSAa UniProtKB, GenPept,  http://pfam.sanger.ac.uk/
  metagenomics datasets
PRINTS Fringerprintsb  http://www.bioinf.manchester.ac.uk/
   dbbrowser/PRINTS/index.php
ProDom  UniProtKB, SCOP http://prodom.prabi.fr/prodom/
   current/html/home.php
PROSITE Patterns, profiles UniProtKB/SWISS-PROT http://au.expasy.org/prosite/
SBASE   BLOCKS, Pfam, PRINTS,  http://hydra.icgeb.trieste.it/sbase/
  ProDom, PROSITE
SMART HMMb  http://smart.embl.de/
SUPERFAMILY HMM SCOP http://supfam.org/SUPERFAMILY/

 Features/supplements Web link
 ------------------------------------------------------------------- -------------------------------------------------------------------------------------------------------------
Pfam Pfam A: manually curated http://pfam.sanger.ac.uk/
 PfamB: automatic generation of
 HMMs from ProDom
PRINTS prePRINTS: automatic supplement http://www.bioinf.manchester.ac.uk/
  dbbrowser/prePRINTS/index.php
ProDom ProDom-SG: selects candidate http://prodom.prabi.fr/prodom/current/html/formSG.php
 proteins for structural genomics

aMultiple sequence alignment. bManually-curated.
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To identify the domain organization of the protein sequence 
ENSXETP00000006440, its amino acid sequence (downloaded 
from ENSEMBL) was searched against the protein signature 
databases using the ScanProsite and the FingerPRINTScan 
search engines. Default parameters were chosen. These tools 
were also used to detect other biological features in the query 
protein sequence such as active sites, disulfide bonds etc. A 
single known domain, namely the (chymo)trypsin-like serine 
protease protein domain was identified in the query by 
comparing the outputs of ScanProsite. A significant match to 

all three motifs held in PRINTS for this protein domain family 
(accession code: PR00722) was found (Fig. 3).

4. Protein secondary structure prediction

The secondary structure (SS) of a protein is defined by the 
patterns of hydrogen bonds between the backbone amide 
and the carboxyl groups. They have a regular geometry, 
restrained to allowed values of the dihedral angles ψ and φ on 
the Ramachandran plot (87). The SS is often defined in three 

Table VI. Web-based tools for searching against signature databases.

Tool Database Search algorithm Output Web link

Block searcher BLOCKS Block PSSM Top ranking signature http://blocks.fhcrc.org/blocks/
  search display blocks_search.html
Block searcher BLOCKS IMPALA Top ranking signature http://blocks.fhcrc.org/blocks/
IMPALA   display impala.html
Block searcher BLOCKS RPS-BLAST Top ranking signature http://blocks.fhcrc.org/blocks/
 and PRINTS  display rpsblast.html
RPS-BLAST
CD-Search CDD RPS-BLAST Domain boundaries display; http://www.ncbi.nlm.nih.gov/
   rich graphical output Structure/cdd/wrpsb.cgi
FingerPRINTScan PRINTS FingerPRINTScan Top ranking signature display http://www.bioinf.manchester.
    ac.uk//cgi-bin/dbbrowser/finger
    PRINTScan/muppet/FPScan.cgi
InterProScan InterPro Integrated search Predictions from InterPro http://www.ebi.ac.uk/Tools/
 member algorithm of its member databases InterProScan/
 databases member databases combined
Pfam Pfam HMM Domain boundaries display; http://pfam.sanger.ac.uk/
   rich graphical output
ProDom ProDom MultAlin Display of all matching http://prodom.prabi.fr/prodom/
   domain arrangements current/html/form.php
SBASE SBASE BLAST Domain boundaries display http://hydra.icgeb.trieste.it/
    servers/protein/sbase/
ScanProsite PROSITE ProRule Domain boundaries display; http://www.expasy.org/tools/
   rich graphical output scanprosite/
SMART SMART HMM Domain boundaries display; http://smart.embl.de/
   rich graphical output

Figure 3. Primary structure analysis of ENSXETP00000006440. The output of (A) ScanProsite and (B) FingerPRINTScan predictors. The predicted domain 
and its boundaries are shown in (A). The three residues (H49, D93, S187) are indicated by squares (A). The vertical grey lines connected by horizontal lines 
represent the four putative disulfide bridges. The query sequence's matching regions against the PRINTS motifs are shown (B).
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conformational states, helix (H), β-strand (E) or coil (C). To 
extract as much information available in the atomic structure 
of a protein, the dictionary of protein secondary structure 
(DPSS) (88) defines eight states of SS: H (α-helix), G (310-
helix) and I (π-helix) for helices; E (extended strand in parallel 
and/or anti-parallel β-strand conformation) and B (β-bridge) 
for β-strands; S (bend), T (turn) and C (coil) for coils (88). The 
protein SS prediction is proposed to be an intermediate step in 
the tertiary structure prediction when known or homologous 
three-dimensional structures are not available in the PDB.

The first step in the protein SS prediction is to search the 
PDB for proteins of experimentally determined tertiary structure 
which are homologous to the query sequence. For example, 
the Fragment Database Mining (FDM) (89) method performs 
a BLAST query for a given sequence against the PDB and 
collects structural fragments with sequence similarity to the 
query (Table VII).

Earlier methods for the prediction of protein SS were based 
on single amino acid propensities, i.e. certain amino acid 
residues have a higher probability to be in a particular SS state 
than other residues. For example, leucine, isoleucine and valine 
are usually found in β-strands (90). The Garnier-Osguthorpe-
Robson (GOR) (91) method is based on this approach. GOR 
has been improved by including Bayesian statistics and consi-
dering pairwise interactions of the target amino acid and its 

flanking residues (92). The Consensus Data Mining (CDM) 
combines the advantages of the FDM and GOR methods (93). 
FDM is recommended for SS prediction when the template 
fragments available in the PDB are highly similar to the target 
sequence, whereas GOR is successfully used when the sequence 
similarity is low (Table VII).

Given that proteins with >30% sequence identity adopt 
similar structures (94), many methods have significantly 
improved the overall SS prediction by incorporating evolu-
tionary information in the form of multiple sequence 
alignments, such as PHD (95-97), or sequence profiles (HMM 
and PSSM profiles) (91,98-102). The prototypic method that 
implements profiles is PSIPRED (102), which pioneered the 
use of PSI-BLAST output profiles (PSSM). In order to avoid 
contamination of the profile with unrelated proteins, the 
database search is first filtered (102). Notably, evolutionary 
information resulting from larger training sets and better 
search strategies increased the prediction accuracy (103) 
(Table VII).

Moreover, many modern methods for SS prediction are 
based on machine learning techniques such as Support Vector 
Machines (SVMs) and Neural Networks (NNs) trained with 
sequence profiles or SS information of resolved structures 
deposited in the PDB in order to achieve higher prediction 
accuracy (95-102) (Table VII).

Table VII. Web-based tools for protein secondary structure prediction.

Tool Comments Web link

CDM FDM + GOR http://gor.bb.iastate.edu/cdm/
FDM PDB mining for structural fragments http://gor.bb.iastate.edu/cdm/
GOR Information theory, Bayesian statistics, PSSM profiles http://gor.bb.iastate.edu/cdm/
Jpred HMM and PSSM profiles; NNs; RSA http://www.compbio.dundee.ac.uk/www-jpred/
PHD Multiple sequence alignments; NNs http://www.predictprotein.org/
PORTER PSSM profiles; NNs http://distill.ucd.ie/porter/
PSIPRED PSSM profiles; NNs http://bioinf.cs.ucl.ac.uk/psipred/
SABLE PSSM profiles; NNs; RSA http://sable.cchmc.org/
SSpro PSSM profiles; NNs and SVMs; RSA; 8-state prediction http://www.ics.uci.edu/~baldig/scratch/

Figure 4. Secondary structure prediction of the protein N-acetyltransferase using CDM. H, α-helix; E, β-strand; C, coil.
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Several SS prediction methods also consider the relative 
solvent accessibility (RSA) of the amino acid residues in 
proteins (101) (Table VII); RSA measures the degree to which 
a residue is accessible to the solvent. Chan and Dill (104) 
demonstrated that the burial of core residues is a strong driving 
force in protein folding. Therefore, differentiating between 
exposed and buried residues further improves SS prediction. 
The results of the prediction of the SS of the human protein 
N-acetyltransferase (GenBank Accession number: NP_003482) 
are shown in Fig. 4.

Transmembrane protein prediction. Transmembrane (TM) 
proteins span the entire lipid membrane (105,106). TM proteins 
are implicated in various important biological functions, 
such as transmembrane transport, cell signaling and energy 
production. TM proteins are divided into α-helical TM (AHTM) 
and TM β-barrel (TMB) proteins. The AHTM proteins are 
located in the inner membranes of bacterial cells and the 
plasma membranes of eukaryotes. Their membrane spanning 
segments are formed by α-helices connected by polar loops 
(106). The TMB proteins are the least characterized and, at 
present, they have been found in the outer membrane of 
Gram-negative bacteria and presumably in the outer membrane 
of mitochondria and chloroplasts. Their membrane-spanning 
segments are antiparallel β-strands which form a barrel-like 
channel (107).

However, it is difficult to determine the three-dimensional 
structure of TM proteins by applying experimental methods, 
such as X-ray crystallography and NMR, and, thus, only a 
limited number of TM proteins have their 3D structure 
resolved compared to the number of globular proteins. 
Therefore, a variety of computational methods have been 
developed as an alternative to predict the topology of TM 
proteins. Most of these methods identify the membrane-
spanning segments of a protein based solely on its amino acid 
sequence.

The AHTM segments can be predicted by a continuous 
run of 15-30 predominantly hydrophobic residues (106). Many 
prediction methods also assess the orientation of α-helices 
with respect to the membrane based on the ‘positive inside’ 
rule (108). According to this, the proportion of positively 
charged residues is higher in the loops in the cytoplasmic side 
of the membrane, compatible with the hydrophobic environ-
ment in lipid membranes (108). To identify AHTM segments, 
the SOSUI (109) method relies on hydropathy scales (i.e. 
observed preferences of amino acid residues for TM proteins). 
The DAS-TMfilter (110) uses the Dense Alignment Surface 
(DAS) approach to distinguish between AHTM and non- 
AHTM at a reasonably low rate of false positive predictions. 
TMMOD (111) is based on HMM profiles for AHTM prediction 
(Table VIII).

In contrast to AHTM, the TMB proteins cannot be easily 
distinguished because the segments embedded in the membrane 
are only seven residues long and numerous residues at the 
barrel inside are nonpolar (107). For this reason, computational 
techniques applicable only to TMB have been developed. 
TMBarrel-Hunt (112) classifies protein sequences as TMB or 
non-TMB based on a modified k-nearest neighbor (k-NN) 
based algorithm. TMB-Hunt (112) uses whole sequence amino 
acid composition profiles. TMBETA-NET (113) is based on 
the amino acid composition for discriminating TM proteins. 
Moreover, this program uses an algorithm based on NNs 
trained with amino acid sequences alone for identifying TMB 
segments (113). PRED-TMMB (114) relies on HMMs to 
predict TMB (114) (Table VIII).

Several methods predict both AHTM and TMB segments. 
Membrane protein IdeNtificatioN withOUt explicit use of 
hydropathy profiles and evolutionary profiles (MINNOU) 
(115) predicts AHTM and TMB segments. MINNOU relies 
on the PSSM profile, based on the representation of amino 
acid residues at a given position in a protein family, which 
consists of predicted RSA and SS of each amino acid (115). 

Table VIII. Web-based tools for transmembrane protein prediction.

Tool Method Predicts Web link

DAS-TMfilter DAS AHTM http://mendel.imp.ac.at/sat/DAS/DAS.html
MINNOU RSA/SS AHTM and TMB http://minnou.cchmc.org/
PRED-TMMB HMM TMB http://bioinformatics.biol.uoa.gr/
   PRED-TMBB/input.jsp
PRED-TMR Hydrophobicity profile AHTM and TMB http://athina.biol.uoa.gr/PRED-TMR/
   input.html
SOSUI Hydropathy scale AHTM http://bp.nuap.nagoya-u.ac.jp/sosui/
   sosui_submit.html
TMBETA-NET Amino acid composition; NNs TMB http://psfs.cbrc.jp/tmbeta-net/
TMB-Hunt k-NN algorithm TMB http://bmbpcu36.leeds.ac.uk/~andy/
   betaBarrel/AACompPred/aaTMB_Hunt.cgi
TMMOD HMM profile AHTM http://liao.cis.udel.edu/website/servers/
   TMMOD/scripts/frame.php?p=submit
TSEG Tandem clusters of AHTM and TMB http://www.genome.ad.jp/SIT/tsegdir/
 membrane proteins  tseg_exe.html
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Transmembrane SEGments (TSEG) (116) predictor of TM 
segments is based on the analysis of tandem clusters of TM 
protein-coding genes and sequence similarities in the complete 
genome sequences. This method predicts TM segments after 
the removal of amino-terminal signal peptides (116). 
PREDiction of TM Regions (PRED-TMR) (117) is based on a 
standard hydrophobicity analysis to detect potential termini 
(starts and ends) of AHTM and TMB domains. Thereby, it 
predicts TM proteins discarding any highly hydrophobic 
stretches of residues without clear termini (117) (Table VIII).

Fig. 5 shows the results of the prediction of the AHTM 
protein Gbph (GenBank accession code: XP_001348185) 
from the parasite Plasmodium falciparum, which belongs in 
the glycophorin binding protein family, and the TMB protein 

porin (GenBank accession code: NP_820583) from the 
bacterium Coxiella burnetii.

5. Protein tertiary structure prediction

The protein tertiary structure is the full three-dimensional 
atomic structure of a single amino acid sequence (118,119). 
The biological function of a protein is highly correlated with 
its tertiary structure. Therefore, knowledge of the structure is 
critical for the functional annotation of uncharacterized 
proteins. However, due to the ‘sequence-structure gap’, the use 
of computational tools to assign a three-dimensional structure 
to a protein represents the most efficient alternative to 
experimental methods. The protein tertiary structure prediction 

Figure 5. Secondary structure analysis of the AHTM protein Gbph using the methods (A), SOSUI and (B), MINNOU and the TMB protein porin using (C), 
PRED-TMMB. The membrane-spanning segment is highlighted in (B). In (C), tm stands for transmembrane. The two-dimensional representation of the TMB 
protein is shown below.
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is based on the observation that the three-dimensional structure 
of a protein tends to be better conserved than its amino acid 
sequence. There are knowledge-based and ab initio prediction 
methods. Knowledge-based methods depend on information 
extracted from databases of known structures to model the 
query proteins and they include homology modelling and fold 
recognition. Ab initio methods are based on physicochemical 
principles to determine a protein structure. The best strategy 
for protein tertiary structure prediction first involves homology 
modelling followed by fold recognition, and if not successful, 
ab initio prediction. The protein tertiary structure prediction 
tools mentioned below have been evaluated by LiveBench 
(120), CASP (121), CAFASP (122) and EVA (123).

Homology modelling. The most reliable method for the 
protein three-dimensional structure prediction is homology 
modelling, also known as comparative modelling. This 
method refers to constructing a full three-dimensional atomic 
model of an unknown (or ‘target’) protein from its amino acid 
sequence by using the solved three-dimensional structure of 
an evolutionarily-related (homologous) protein (or ‘template’). 
Homology modelling is based on the principle that proteins 
sharing significant sequence identity adopt the same fold. The 
procedure for homology modelling involves three steps: (i) 
template selection, (ii) target-template alignment where 
residues in the target sequence are superimposed to residues 
in the template sequences and (iii) three-dimensional model 
construction. The accuracy of homology modelling is largely 
dependent on the accuracy of the target-template alignment, 
particularly when the aligned sequences share less than 30% 
identity. The accuracy of the generated model is assessed by 
the root mean square deviation (RMSD) of the distance 
between the α-carbon atoms of the aligned residues; lower 
RMSD values represent better alignments.

Some homology modelling methods focus on certain steps 
of the homology modelling process. For example, methods 
such as CPHmodels (124) and Domain Fishing (125) focus on 
the first step of the process, the template selection. CPHmodels 
(124) iteratively searches a sequence database to build a PSSM 
profile, which is then used to search a database of proteins 
with solved structures. In Domain Fishing (125), the query 
protein sequence is split into single domains to optimize the 
search for candidate structural templates. For each domain, a 
list of templates is generated, extracted from PDB, Pfam and 

SCOP. Finally, SS matching is used to remove any false 
templates. ESyPred3D (126) and Geno3D (127) methods focus 
on the second step, the target-template alignment, which is the 
most critical step of homology modelling. ESyPred3D (126) is 
an automated program which handles the target-template 
alignment problem by combining the results of multiple 
alignment programs and subsequently weighing and screening 
these results to filter out the false matches. In Geno3D (127), 
the target and template protein sequences are aligned using 
PSI-BLAST, and a protein homology model is constructed by 
extracting spatial restraints (dihedral angles and distances) 
from the pairwise alignment (Table IX).

SWISS-MODEL (128) is a fully automated homology 
modelling integrated service which allows the user to construct 
protein homology models by manually modifying and 
validating the different steps of modelling. TASSER-Lite 
(Threading/ASSEmbly/Refinement-Lite) uses the threading 
program PROSPECTOR_3 (129) to iteratively search the PDB 
to identify the template for modelling the query sequence 
(Table IX).

In the example in Fig. 6, the result of the homology 
modelling predictor SWISS-MODEL is shown. The Xenopus 
tropicalis KLK1-like protein (mentioned previously) was used 
as the input to the SWISS-MODEL.

Fold recognition. The homology modelling method, however, 
rapidly looses accuracy in the ‘twilight zone’, where the target 
and template sequences share <30% sequence identity. The 

Table IX. Web-based tools for homology modelling.

Tool Comments Web link

CPHmodels PSSM profile-based search for templates http://www.cbs.dtu.dk/services/CPHmodels/
Domain Fishing Domain split http://www.bmm.icnet.uk/servers/3djigsaw/dom_fish
ESyPred3D Target-template alignment generated http://www.fundp.ac.be/sciences/
 by different programs biologie/urbm/bioinfo/esypred/
Geno3D Target-template alignment using PSI-BLAST http://geno3d-pbil.ibcp.fr
SWISS-MODEL Integrated service http://swissmodel.expasy.org/workspace/
TASSER-Lite Iterative threading of the PDB for  http://cssb.biology.gatech.edu/skolnick/
 template selection; structure assembly webservice/tasserlite/index.html

Figure 6. The predictor's SWISS-MODEL output. The prostate specific antigen 
(kallikrein 3) from stallion seminal plasma (PDB ID: 1GVZ) was the user 
specified template used for modelling the X. tropicalis KLK1-like protein.



INTERNATIONAL JOURNAL OF MOLECULAR MEDICINE  28:  295-310,  2011 307

more efficient alternative method is the fold recognition or 
threading. This method is based on the observation that two 
proteins may adopt a similar fold even if they are evolutionarily 
distantly-related. The goal of fold recognition is to identify a 
known fold for a query sequence even if it does not share a 
significant degree of sequence identity to any of the proteins 
of known structure. The fold recognition approaches can be 
broadly divided into sequence-based and structure-based. The 
former approaches are based on multiple sequence alignments 
to construct profiles. The latter approaches attempt to optimally 
align a target sequence to the three-dimensional backbone of 
a template protein and assess the compatibility of a target 
sequence with each known structure by using knowledge-
based structural profiles. Several fold recognition methods, 
also, combine the advantages of both approaches in order to 
produce better results.

The profile-profile comparison methods are sequence-
based methods. The tools that implement this method accept 
a query protein sequence and automatically construct a 
sequence profile, which subsequently is compared with several 
sets of sequence profiles of proteins of known structure. 
pGenTHREADER (parametricGenTHREADER) (130) 
constructs PSSM profiles and incorporates structural information 
and solvation potentials in order to improve fold recognition. 
In a similar manner, FFAS03 (Fold and Function Assignment 
System 03) (131) and PHYRE (132) automatically generate a 
PSSM profile from the user-supplied protein sequence, which 
is then compared against the sequence profiles of proteins of 
known structure (Table X).

The structure-based methods for fold recognition include 
M-TASSER (Meta-Threading/ASSEmbly/Refinement) (133,134), 
a hierarchical method for protein fold recognition which 

employs multimeric threading for template identification, 
followed by multimer model assembly and refinement. 
Another method, SP5 (135), improves protein fold recognition 
by using dihedral torsion angles (φ and ψ) profile along with a 
profile-based gap penalty model and real-value RSA profiles. 
Several fold recognition methods, also, combine the advantages 
of both sequence-based and structure-based approaches in 
order to produce better results. FUGUE (136), which belongs 
in this category, has implemented environment-specific 
substitution tables and environment-dependent gap penalties 
in order to increase the target-template alignment and homology 
recognition performance (Table X).

Ab initio protein structure prediction. The ab initio protein 
structure prediction methods are used for the prediction of 
native protein structures in the absence of reliable template 
structures to construct accurate models of the target sequence. 
The ab initio methods are based on fundamental physico-
chemical principles, and they search for protein conformations 
which are thermodynamically favorable and stereochemically 
allowed.

ROSETTA (137) is the most popular ab initio protein 
structure prediction method. It models long structurally 
variable regions (SVR) based on a databank of known structures; 
the non-local interactions are approximated with a scoring 
function and Monte Carlo minimization. 3Dpro (138) utilizes 
fragment libraries built from the PDB and energy functions 
for protein three-dimensional structure prediction. In 
PROTINFO (139), tertiary protein structures are generated 
using a simulated annealing method which minimizes a target 
scoring function. Bhageerath (140) is an energy based protein 
tertiary structure prediction method which narrows down the 

Table X. Fold recognition computational tools.

Tool Comments Web link 

FFAS Profile-profile comparison http://ffas.burnham.org/ffas-cgi/cgi/ffas.pl
FUGUE Environment-specific substitution http://tardis.nibio.go.jp/fugue/prfsearch.html
 tables; structure-dependent gap penalties
M-TASSER Multimeric threading; multimer http://cssb.biology.gatech.edu/skolnick/webservice/
 model assembly; refinement MetaTASSER/index.html
pGenTHREADER Profile-profile comparison http://bioinf.cs.ucl.ac.uk/downloads/pGenTHREADER
PHYRE Profile-profile comparison http://www.sbg.bio.ic.ac.uk/~phyre/
SP5 Torsion angle profiles; profile-based http://sparks.informatics.iupui.edu/SP5/
 gap penalty

Table XI. Web-based tools for ab initio protein structure prediction.

Tool Comments Web link

3Dpro Fragment libraries; energy functions http://www.ics.uci.edu/~baldig/scratch/
Bhageerath Limits the search space of small globular proteins http://www.scfbio-iitd.res.in/bhageerath/index.jsp
PROTINFO Simulated annealing method http://protinfo.compbio.washington.edu/protinfo_abcmfr/
ROSETTA Models structurally variable regions http://boinc.bakerlab.org/rosetta/
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search space of small globular proteins to generate probable 
native-like structures (Table XI).

6. Conclusions

In this review, we presented a bioinformatics ‘toolkit’ 
particularly useful for bench biologists. We suggest a hierar-
chical approach to protein structure prediction that would 
consist of a BLAST search in the databases to retrieve sequences 
similar to the query. Phylogenetic analysis is suggested in 
order to assess the evolutionary relationships of the retrieved 
sequences. The sequence of interest should be queried against 
the signature databases for domain identification. The next 
step would be the prediction of the SS of the query protein. 
Homology modelling would be the next step in the prediction 
of the three-dimensional protein structure of the query 
sequence. In case the sequence identity between the query 
protein sequence and the template protein with solved 
structure is in the ‘twilight zone’, fold recognition would be 
recommended. If the sequence identity drops below 10% 
(‘midnight zone’) (141), then ab initio structure prediction 
should be employed. Finally, we believe that the predictions at 
the individual steps of this process are improved when the 
results produced by different methods are combined.
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