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Abstract. The Connectivity Map (CMap) is a tool that has 
been extensively utilized to study drug repositioning and 
side‑effect prediction. However, most of these analyses rely on 
signature genes, ignoring the pathways by which those genes 
are regulated, as well as the functional overlap of redundant 
genes. The present study utilized a systems biology approach 
referred to as Weighted Gene Co‑expression Network Analysis 
(WGCNA) to dissect the transcriptional profiles of CMap and 
reveal these hidden factors. Seven common modules associ-
ated with protein binding, extracellular matrix organization 
and translation were identified. Furthermore, drugs were clus-
tered based on module expression to infer their mechanism of 
action (MoA) based on common activity profiles. As an exten-
sion of this, an example of disease‑based module projection 
to identify novel drugs was provided. The analysis developed 
in the present study may provide a novel framework for drug 
repositioning or discovering MoAs.

Introduction

With the development of high‑throughput drug screening, a 
tremendous amount of genome‑wide drug interaction data 
has been generated. Although valid, most of this informa-
tion is of lesser value to drug discovery. Due to the sheer 
immensity of these results, computational approaches are 
required to parse this data, and discover underlying patterns 
and networks of activity. Chemical similarities between drug 
and ligand sets often predict thousands of unanticipated 

associations, suggesting that a drug may have more than one 
target, unintentional side effects, or making it a candidate 
for drug repositioning  (1). Having multiple targets is not 
uncommon: Numerous approved drugs appear to work by 
modulating multiple genes, including unknown genes (2). In 
the clinic, numerous mono‑therapies have been demonstrated 
to have limited effects due to gene function redundancy (3). 
As such, network pharmacology, the study of drug effects on 
protein‑protein interactions, represents the next paradigm in 
drug discovery (4).

One of the largest pharmacological databases is provided 
by the Broad Institute of the Massachusetts Institute of 
Technology and Harvard‑the Connectivity Map (CMap), 
comprising genome‑wide gene expression profiles (from 
microarrays) for three human cell lines in response to cule 
treatments (5,6). However, the reductionist methods in phar-
macology focus only on the tip of an iceberg. Therefore, there 
is a requirement to re‑analyze genome‑wide pharmacological 
data with approaches from systems or networks (7).

Numerous studies have mined CMap to identify potential 
drugs with a desired action via ‘signature genes’  (8). For 
instance, Functional Module CMap used multiple functional 
gene modules to query the CMap and screen candidate 
drugs (9). The CMap tool has been used to retrieve candidate 
drugs via signature genes and a rank‑based pattern‑matching 
strategy  (10). Iskar et al  (11) identified conservative tran-
scriptional modules between human cell lines and rat liver 
by analyzing CMap and DrugMatrix. Raghavan et al  (12) 
performed a search of the CMap database to identify novel 
drugs for ovarian cancer based on recurrent gene signatures. 
Cheng  et  al  (13) compared three CMap‑based methods 
regarding their prediction performance against a curated 
dataset of 890 true drug‑indication pairs and identified that 
XSum, which is also based on disease signatures, performs 
best. Thus, the premise of most CMap studies is that disease 
may be characterized by certain important signature genes. 
However, many studies have relied on its accuracy and predic-
tive value to an unreasonable extent. First, the parameters 
for ‘signature genes’ may be influenced by population size, 
the cell line being studied, disease severity or differential 
gene expression methods (14). Furthermore, gene expression 
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signatures are defined as an alteration in the expression of a 
gene (or genes) with validated specificity in terms of diagnosis, 
prognosis or prediction of therapeutic response, ignoring 
the possibility of gene interactions (15). The definition just 
focuses on the quantitative gene expression alteration, but 
ignores the interconnections between genes. Signature genes 
may be expressed with high correlation. Finally, gene function 
is not considered by a ‘signature genes’ approach, due to the 
possibility of redundant gene activity (16). These issues may 
be resolved by network biology methods, which consider not 
only the expression but also the modular function of genes.

To address these issues, the present study applied a 
method termed Weighted Gene Co‑expression Network 
Analysis (WGCNA) to CMap and identified co‑expressed 
gene sets (modules) with functional annotations. Although 
the CMap has been extensively analyzed, the common traits 
among these drugs are often neglected. The present analysis 
revealed common targets for chemical drugs among transcrip-
tional networks, and is intended to serve as an outline for a 
module‑based method for drug repositioning studies.

Materials and methods

Data acquisition. The microarray dataset was downloaded 
from the CMap server (https://portals.broadinstitute.
org/cmap/cel_file_chunks.jsp). After excluding chips that 
were not from the Affymetrix HT_HG‑U133A platform and 
disrupted files, 5,195 gene expression profiles from 3 cell lines 
(MCF7, breast cancer epithelial cells; PC3, human prostate 
cancer cells; HL60, human promyeloblasts) treated with 
1,219  drug‑like compounds were analyzed. All of these 
samples were pooled together for use in WGCNA algorithms 
to identify common modules (data not shown).

Microarray data analysis. Microarray data analysis was 
performed by using the Affymetrix Expression Console 
software (v1.4.1.46; Affymetrix Inc., Santa Clara, CA, 
USA) and the MAS5 normalization method. WGCNA was 
performed according to the manual (17). Signed co‑expression 
networks were constructed on the genome‑wide 22,215 probes 
using the WGCNA package (v1.51; R Foundation for 
Statistical Computing, Vienna, Austria; available from 
https://cran.r‑project.org/src/contrib/WGCNA_1.51.tar.gz) (17) 
in R (v3.2; R Foundation for Statistical Computing; available 
from https://www.R‑project.org) with the following param-
eters: Power, 6; minModuleSize, 30; deepSplit, 4; neworkType, 
‘signed’. In brief, for each pair of probes, a Pearson correlation 
coefficient matrix was calculated and the adjacency matrix was 
then computed by raising the correlation matrix to the power 
of β, [connection strength=(0.5 + 0.5 x correlation)β] (17). The 
power of 6 was chosen using the scale‑free topology criterion. 
The weighted network was converted into a network of topo-
logical overlap (TO)‑an advanced co‑expression measurement 
that considers not only the correlation of two probes with each 
other, but also the extent of their shared correlations across the 
weighted network (17). Probes were hierarchically clustered 
on the basis of their distance as measured by 1‑TO. Finally, 
modules were identified on the dendrogram using the Dynamic 
Tree Cut algorithm with a height cutoff at 0.995 (18). Highly 
similar modules were identified by clustering and merged 

together. Each module was summarized using singular value 
decomposition so that each module eigengene (ME) repre-
sented the first principal component of the module's expression 
profiles (17). Thus, the ME explains the maximum amount of 
variation of expression levels within a module, and is consid-
ered the most representative gene expression in a module. The 
ME value was used for downstream analysis.

Functional annotation of the modules. Gene ontology (GO) 
enrichment analyses for identified modules were performed 
in the Database for Annotation, Visualization and Integrated 
Discovery (DAVID) (19).

Clustering of compounds. Based on the ME value, the 
Euclidean distance was used to cluster compounds. The hierar-
chical clustering was performed by average linkage clustering. 
The heatmap was plotted using Genesis software (v1.7.5; 
Thallinger Lab, Graz, Austria; available from https://genome.
tugraz.at/genesisclient/genesisclient_documentation.shtml).

Drug repositioning. The CMap was projected to a nonalcoholic 
steatohepatitis (NASH) dataset, which was downloaded from 
the ArrayExpress database (accession no.  E‑MEXP‑3291; 
available from www.ebi.ac.uk/arrayexpress) and resulted in an 
ME matrix. The compound ME value was ranked in sequen-
tial order. In general, the drug with the highest or lowest ME 
may be efficient against the selected disease.

Statistical analysis. The correlation between the original 
module and the sampled module data was calculated by ‘cor’ 
function in R. In DAVID, the overrepresentation of a term is 
defined as a modified Fisher's exact P‑value with an adjustment 
for multiple tests using the Benjamini‑Hochberg method.

Results

A gene co‑expression network for CMap reveals common 
features of drug pathways. The first task of the present study 
was to organize and compartmentalize a selection from the 
CMap database into distinct activity profiles, or modules, which 
represent widespread gene activation as a result of exposure 
to drugs. The CMap gene expression profiles were reanalyzed 
using the WGCNA algorithm. To obtain a scale‑free network, 
a power of 6 was chosen (Fig. 1A). Seven gene co‑expression 
modules were identified (Fig. 1B), and the stability of these 
modules was verified by sampling a random selection of half 
of the data in each module 1,000 times and comparing it to 
the whole module to verify that interconnected gene activi-
ties are truly linked‑an approach which has been performed 
previously (20). Each module's stability was expressed as the 
intra‑module connectivity correlation (on a scale from 0 to 1) 
between the original one and the half‑sampled one (Fig. 2A). 
The module green was the least stable module. The module 
significance was calculated for each module as the average 
gene significance of the genes within the module. Four modules 
had a significant association with drug concentration (Fig. 2B).

To characterize these modules, GO enrichment analysis in 
the following categories was performed: Biological Process, 
Cellular Component and Molecular Function. Modules asso-
ciated with these terms (each assigned a color for simplicity 
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in visual mapping and naming: blue, black, brown, white, 
green, grey60 and turquoise) were linked to a limited range of 
molecular functions, which mainly comprised protein, RNA 
and ATP binding (Table I). Overall, modules that matched 
these keywords were associated with cell adhesion, extracel-
lular matrix organization, mRNA splicing and translational 
initiation. Two transcriptionally distinct modules, the blue 
and black modules, were significantly overrepresentative of 
cell‑cell adhesion genes, although the blue module was highly 
enriched in nucleoplasm protein‑encoding genes and the black 
module was more enriched with cytosolic genes. Of note, 

these results suggested that most drugs examined within these 
modules act through protein binding.

Furthermore, samples were clustered based on ME, and 
three distinct clusters corresponding to three cell lines used 
were identified in the CMap, indicating that the cell line 
contributes more to gene expression than drug treatment 
(Fig. 3).

Computational drug clustering suggests similar mechanisms 
of action (MoAs). In the present study, it was hypothesized 
that compounds clustered together may trigger similar genes 

Figure 2. The identified modules were tested for their stability and significance. (A) Module stability was tested by sampling a random half of all samples 
1,000 times and connectivity was correlated and expressed as the mean ± standard deviation. (B) Module significance was also calculated by the Module 
significance function in WGCNA. Gene significance is the correlation of a gene expression profile with a sample trait. Module significance is determined 
as the average absolute gene significance measured for all genes in a given module. *P<0.05 denotes the significant association of the modules with the drug 
concentration.

Figure 1. Seven gene co‑expression modules were identified in a co‑expression network for Connectivity Map. (A) Scale free topology fit (R2, y‑axis) as a 
function of different powers (powers are numbers in red). The power of six was selected to construct the scale‑free network using 0.8 as the cutoff. (B) Gene 
dendrograms displaying the co‑expression modules were identified by Weighted Gene Co‑expression Network Analysis and labeled by different colors. The 
seven module colors are blue, black, brown, white, green, grey60 and turquoise.
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and pathways, which may point to similar MoAs. If correct, a 
computational approach to determine a drug's MoA based on 
this premise may provide critical information for determining 
potential side‑effects and repositioning. To further examine the 
similarity between clustered drugs by ME regarding their MoA, 
a recently developed computational tool, Drug‑Set Enrichment 
Analysis (21), was used to check for common pathways shared 
among clustered drugs (Table II). Of note, all 50 drugs that 
made up Cluster 1 (C1) appeared to operate via upregulation of 
pathways involved in programmed cell death (data not shown). 
Another 54‑drug cluster (C2), which was the most distant cluster 
from C1, appeared to be involved in the negative regulation of 
mesenchymal cell apoptotic processes (P=1.21x10‑4). Several 
drugs from the C2 cluster were antibiotics (data not shown). One 
of the drugs from the C2 cluster, astemizole, has been reported 
to be associated with enhanced melanoma growth in mice (22), 
while another study suggests potential anticancer effects (23). 
The use of certain antibiotics has already been reported to be 
associated with increased risk of the incidence and fatality 
of breast cancer (24), and further studies should therefore be 
performed to ensure the safety of these drugs.

In addition, certain drugs of the C2 module were reported 
as anticancer agents (data not shown), including estradiol as a 
treatment for aggressive breast cancer (25) and acetylsalicylic 
as a preventative cancer treatment (26). However, other studies 
have provided contradictory reports demonstrating their 
carcinogenic potential; for instance, astemizole and chlor-
amphenicol have been reported to be anticancer agents and 
carcinogens (27,28). It is possible that some anti‑cancer drugs 
are DNA alkylating agents and may therefore cause mutations 
or secondary cancers. These results, while promising, hint at 
the complexity in the clinically repositioning these drugs, and 
warrant further investigation.

Module‑based analysis for drug repositioning. To provide an 
example for network‑based drug repositioning, a previously 
reported network of cancer cell lines was used (20). In the 
present study, a module involved in the cell cycle (red module) 
was determined to be associated with breast cancer patient 
survival. The CMap microarray data were projected onto the 
red module, and the ME was calculated for the 1,219 drug 
molecules. 8‑Azaguanine was identified as the top molecules 
for cell cycle modulation. In line with these computational 
predictions, 8‑azaguanine has previously been reported to 
produce marked and reversible growth inhibition, and is clini-
cally used as an anticancer agent (29,30).

This method was also used to screen for genes associ-
ated with non‑alcoholic fatty liver disease (NAFLD) (Fig. 4). 
A previous study by our group explored the potential drugs 
that may be efficient in treating NAFLD using CMap (31). 
The transcriptome data for NASH were used to construct a 
network and identify significant gene modules by WGCNA. 
Modules M4 and M8 were identified as significant modules. 
They were associated with proteasomal protein degradation 
(M4) and extracellular matrix (M8). The CMap data were 
then projected onto the NASH network, and each ME was 
calculated for the 1,219 chemical molecules. A total of 2 top 
molecules with the highest MEs were identified for M4 and M8, 
sulconazole and doxazosin, respectively. Of note, it has been 
reported that the applications of doxazosin not only include the 
treatment of hypertension but also the prevention of hepatic 
steatosis, and even the alleviation of insulin resistance (32). 
Doxazosin is an antihypertensives drug, but studies on its 
effects in NASH are currently limited to animal models (32). 
Sulconazole is an antifungal medication, which is used to treat 
skin infections (33). Its role in reducing lipid storage (patent 
no. US9393221; https://google.com/patents/US9393221) and 
anti‑inflammatory (patent no.  US5208015 (https://www.
google.com/patents/US5208015) has been reported in two US 
patents. Thus, the promising roles of these drugs in NASH 
require verification in future clinical studies.

Discussion

CMap is a commonly used database in pharmacology, 
which has been utilized to identify novel drugs or MoAs. 
However, most recent studies focus on individual differen-
tially expressed genes or gene signatures, ignoring the gene 
function redundancy and gene‑gene interactions. A disease 
is thought to rarely be a consequence of an abnormality in a 
single gene, but is rather reflected by a disruption of a complex 
gene network (34). The present study re‑analyzed the CMap 
microarray dataset by employing WGCNA, separating drugs 
and expression profiles into usable modules that may help to 
predict drug behaviors as well as identify MoAs. In contrast 
to differential expression analyses, which are based on gene 
signature methods, the WGCNA method analyzes whole gene 
clusters involved in similar biological functions. WGCNA 
‘modules’ are more stable units than redundant individual 
signature genes, which may be easily influenced by screening 
thresholds. In addition, WGCNA may be used to take a deeper 
look at microarray data, revealing common mechanisms and 

Figure 3. Connectivity Map data were hierarchically clustered based on module eigengene values. Distinct clusters corresponding to three cell lines are 
displayed. Two clusters, C1 (red bar) from MCF7 and C2 (black bar) from PC3, were further analyzed with the Drug‑Set Enrichment Analysis tool.
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modes of interaction among drug sets. Of note, this analysis is 
based upon cellular expression profiles, not the original treat-
ment scope of a drug, meaning that this method also provides 
a novel opportunity for drug repositioning.

By employing WGCNA methodology, the present study 
identified 7 biologically meaningful modules associated with 
cell‑cell adhesion, extracellular matrix organization, mRNA 
splicing, translational initiation and signal transduction. These 
observed modules demonstrate the activity association of the 
screened drugs with each other. Clustering based on the ME 
value may then be performed in order to identify drugs with a 
similar MoA. Build upon.

Previously, network based techniques have been used for 
drug repositioning (35). Park et al (36) proposed a network 
mirroring method, assuming that if two diseases are similar, 
then a drug for one disease can be effective against the other 
disease too. Gottlieb et al  (37) depended on the observa-
tion that similar drugs are indicated for similar diseases to 
compare multiple drug‑drug and disease‑disease similarity 
measures for drug repositioning. Chen et al (38) used bipar-
tite network topology to prioritize the potentially indicated 
diseases that a drug treats. Luo et al (39) integrated diverse 
information, including DrugBank database, HPRD database 

and Comparative Toxicogenomics database, and developed 
a computational pipeline, called DTINet, to predict novel 
drug‑target interactions from a constructed heterogeneous 
network. The limitations of these methods include the lack of 
negative samples and known drug‑disease association infor-
mation. The method in the present study only required the 
disease and drug gene expression profiles regardless of prior 
knowledge including protein‑protein interactions, drug‑disease 
associations or other sources of information.

Personalized medicine at the molecular level is a useful 
method to identify drugs tailored to a specific disorder (40). 
In theory, CMap‑based techniques may be used to identify 
dysfunctional gene expression modules in an affected patient, 
guiding the clinician to identify drugs that specifically target 
the dysfunctional gene expression underlying that patient's 
disorder. Based on this premise, the present study demon-
strated how a gene expression phenotype associated with 
cellular dysregulation may be selected (breast cancer cell 
cycle), how feature modules of interest associated with that 
phenotype may be identified and how drugs may be projected 
onto these modules to identify novel drugs worthy of further 
investigation and for application to a specific patient's 
condition.

Figure 4. The rationale for disease‑targeted drug repositioning was proposed. The first step is to construct gene co‑expression networks for diseases of interest 
and to identify co‑expressed modules. The second step is to project the Connectivity Map data onto these modules and calculate eigengene modules. Finally, 
these drugs are ranked and drug repositioning is inferred. WGCNA, Weighted Gene Co‑expression Network Analysis; NASH, nonalcoholic steatohepatitis.

Table II. The top‑ranking Gene Ontology Biological Processes for clusters C1 and C2 determined with the DSEA tool.

Cluster	 Rank	 Pathway name	 Escore	 P‑value

C1	 1	 Programmed cell death	 0.39	 3.42x10‑6

	 2	 Positive regulation of transcription elongation	 0.39	 4.77x10‑6

		  from RNA polymerase II promoter
	 3	 Viral life cycle	‑ 0.38	 5.65x10‑6

C2	 1	 Proton transport	 0.33	 6.56x10‑5

	 2	 Pathogen‑associated molecular pattern dependent	 0.32	 1.21x10‑4

		  induction by symbiont of host innate immune response
	 3	 Negative regulation of mesenchymal cell apoptotic process	 0.32	 1.45x10‑4

DSEA, Drug‑Set Enrichment Analysis; EScore, enrichment score.
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Based upon this rationale, the present study provided a novel 
drug discovery/repositioning system. To identify novel treat-
ments for specific diseases or disease subtypes, WGCNA may 
be used to identify the dysregulated gene expression modules 
and cross‑reference the CMap drug data to the dysregulated 
modules. The drugs identified may then be ranked according 
their ME values, and drugs may be screened simply according 
to their ME.
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