
Abstract. High-density single nucleotide polymorphism (SNP)
array is a recently introduced technology that genotypes more
than 10,000 human SNPs on a single array. It has been shown
that SNP arrays can be used to determine not only SNP
genotype calls, but also DNA copy number (DCN) aberrations,
which are common in solid tumors. In the past, effective cancer
classification has been demonstrated using microarray gene
expression data, or DCN data derived from comparative
genomic hybridization (CGH) arrays. However, the feasibility
of cancer classification based on DCN aberrations determined
by SNP arrays has not been previously investigated. In this
study, we address this issue by applying state-of-the-art
classification algorithms and feature selection algorithms to the
DCN aberration data derived from a public SNP array dataset.
Performance was measured via leave-one-out cross-validation
(LOOCV) classification accuracy. Experimental results showed
that the maximum accuracy was 73.33%, which is comparable
to the maximum accuracy of 76.5% based on CGH-derived
DCN data reported previously in the literature. These results
suggest that DCN aberration data derived from SNP arrays is
useful for etiology-based tumor classification.

Introduction

High-density single-nucleotide polymorphism (SNP) array is
a high-throughput technology that genotypes more than
10,000 human SNPs on a single array (1). Single nucleotide
polymorphisms (SNPs) are the most common type of DNA
polymorphisms, which occur when a single nucleotide in the
genome sequence is altered. Because SNPs occur abundantly
with even spacing along the human genome, they offer
significantly greater potential to be used as biomarkers for

diagnosing genetic diseases such as cancers, compared to
other less common polymorphisms and microsatellite
markers. It has been shown that SNP arrays can be used to
determine not only SNP genotype calls (1), but also DNA
copy number (DCN) aberrations that are common in solid
tumors (2).

In the past, effective cancer classification was demonstrated
using microarray gene expression data (3-5), or DNA copy
numbers derived from comparative genomic hybridization
(CGH) arrays (6-8). However, the feasibility of cancer
classification based on DCN aberrations determined by SNP
arrays has not been previously investigated.

Here, we address this issue by applying state-of-the-art
classification algorithms and feature selection algorithms to
the DCN aberration data derived from a public SNP array
dataset. Performance was measured via leave-one-out
cross-validation (LOOCV) classification accuracy.
Experimental results showed that the maximum accuracy was
73.33%, which is comparable to the maximum accuracy of
76.50% based on CGH-derived DCN data reported previously
in the literature.

Materials and methods

In the problem of cancer classification using DCN aberration
data, we still encounter the typical curse-of-dimensionality
problem similar to cancer classification based on gene
expression data: i) the number of SNPs greatly exceeds the
number of tissue samples; ii) most SNP loci do not show the
DCN aberration, and are not related to the given cancer
classification problem; and iii) to overcome this curse-of-
dimensionality problem, we can use feature selection
algorithms to select a small subset of SNPs as features for
classification. After selecting the informative SNPs, we then
applied a classification algorithm to the reduced data. We
used the Relief-F feature selection algorithm and three
classification algorithms, namely, k-nearest neighbor (k-NN),
support vector machine, and Naive Bayes.

Relief-F feature selection algorithm. One of the most widely
used feature filters is the Relief-F algorithm (9). The basic
idea of Relief-F is to draw instances at random, compute
their nearest neighbors, and adjust a feature weighting vector
to give more weight to features that discriminate the instance
from neighbors of different classes. Specifically, it tries to
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find a good estimate of the following probability to assign as
the weight for each feature ƒ: wƒ = P (different value of
ƒ|different class) - P (different value of ƒ|same class). This
approach has shown good performance in various domains
(10).

Nearest neighbor classifier. The k-nearest neighbor (k-NN)
classifier is a well-known non-parametric classifier (11). To
classify a new input x, the k-nearest neighbors are retrieved
from the training data. The input x is then labeled with the
majority class label corresponding to the k-nearest neighbors.
For the k-NN classifier, we used the Euclidean distance as
the distance metric in the experiments, and the best k between
1 and 10 was found by performing LOOCV on the training
data.

Naive Bayes classifier. The Naive Bayes (NB) classifier is a
probabilistic algorithm based on Bayes' rule and the simplifying
assumption that feature values are conditionally independent
given the class. Given a new sample observation, NB
estimates the conditional probabilities of classes using the
joint probabilities of training sample observations and
classes.

Support vector machine. The support vector machine (SVM)
belongs to a new generation of learning system based on
advances in statistical learning theory (12). A linear SVM,
which is used in our system, aims to find the separating
hyperplane with the largest margin, defined as the sum of
distances from a hyperplane (implied by a linear classifier) to
the closest positive and negative exemplars. The expectation
is that the larger the margin, the better the generalization of
classifier. In a non-separable case, a linear SVM seeks a

trade-off between maximizing the margin and minimizing the
number of errors.

Results

Details about the data, preprocessing, experimental parameters,
and results are provided in sections below using a public
dataset.

Data
Data source. We used the SNP array dataset published by
Zhao et al (2), which can be downloaded at http://research.
dfci.harvard.edu/meyersonlab/snp/snp.htm. The original
dataset contains raw data (CEL files) obtained from 43 tissue
samples using Affymetrix XbaI mapping 130 array, which
covers 10,043 SNP loci along all of the human chromosomes
except the Y chromosome. 

For cancer classification, we selected a subset from the
original data. The selected subset contains data from 10
breast cancer patients and 5 small cell lung cancer (SCLC)
patients.

Data processing. Raw data was processed following the same
steps described previously (2). We re-analyzed the original
raw dataset in its entirety using dChipSNP (13) to produce
inferred DCN data for paired normal and tumor samples of
the same individual. dChipSNP computes the raw DCN from
the signal intensity, and employs a Hidden Markov model to
infer DCN for each SNP, taking into account neighboring
SNPs. The inferred DCN data are non-negative integers. 

For each SNP in a pair of tumor/normal tissue samples,
the DCN aberration was computed as the difference in DCN
between the tumor and normal samples. For example, if the
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Figure 1. Comparison of the LOOCV accuracy of three classifiers combined with Relief-F.
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DCN at an SNP locus is 2 for the normal sample, and 5 for
the tumor sample, the corresponding DCN aberration is then
5-2=3. The DCN aberrations at all of the SNP loci were used
as features.

Experimental settings. We consider the performance of the
three machine learning models built by combining the Relief-F
feature selection algorithm and the three classifiers discussed
above. We implemented these models using Perl and the
WEKA 3.4.3 (14), which is an open source collection of
machine learning algorithms in Java. 

In each fold of the LOOCV test, the DCN aberrations of
14 tissue pairs were used as training data, and the DCN
aberrations of the one remaining tissue pair were used as test
data. The feature selection algorithms were only applied to
the training data, without prior knowledge of the test data.
Therefore, in each LOOCV fold, the selected top-ranked
SNPs may be different. In the LOOCV test, the classification
accuracies of all 15 folds were averaged.

Results

Fig. 1 shows the LOOCV classification accuracies using
k-NN, NB, and SVM combined with Relief-F. The x-axis is
associated with the number of selected top-ranked SNPs,
and the y-axis shows the average LOOCV accuracy. In the
experiments, the top 5,10,15...200 SNPs were selected.
From the results, we can observe that: i) the best LOOCV
classification accuracy of 73.33% was achieved by k-NN and
NB; and ii) selecting more SNPs does not necessarily increase
the classification accuracy. In fact, all classifiers achieved the
best performance when 5-30 SNPs were selected. 

We also tried other feature selection algorithms, namely,
information gain, gain ratio, and ¯2-statistic. Their
performance in terms of LOOCV accuracy were comparable
or worse than that of Relief-F (data not shown).

Discussion

This study presents some of the first results on applications
of machine learning models in cancer classification using
genome-wide DCN aberrations determined by SNP arrays.
Using a public dataset, we found that the best LOOCV
classification accuracy was 73.33%, which is comparable to
the maximum accuracy of 76.50% based on CGH-derived
DCN data reported previously (10). These results suggest
that DCN aberration data derived from SNP arrays is useful
for etiology-based tumor classification. 

The informative SNPs selected by the feature selection
algorithms may lead to the discovery of new tumor suppressor
genes and oncogenes that are specific to a certain type of
tumor. Although the selected top-ranked informative SNPs
can lead to good LOOCV classification accuracy, their DCN
properties still need to be confirmed by quantitative real-time
PCR of the selected loci. The survey of additional cancer
specimens will also help address their significance. We
believe that the same machine learning models can also be
applied to the classification of different subtypes of cancer,
and the SNP arrays may be applied as a diagnostic tool in
this area.
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