Abstract. Early detection of lung cancer may potentially help to improve the outcome of this fatal disease. Currently, no satisfactory laboratory tests are available to screen for this type of cancer. The aim of this study was to improve diagnostic procedures for lung cancer through the discovery of serum biomarkers using SELDI-TOF MS (surface-enhanced laser desorption/ionization time-of-flight mass spectrometry). Mass spectrometric profiling was applied to the serum of a total of 139 lung cancer patients and 158 healthy individuals for developing a prognostic signature. For validation, two separate groups were employed, comprising of 126 and 50 individuals, respectively. Informative regions of mass spectra were identified by forming protein mass clusters and identifying predictive clusters in a logistic regression model. A total of 17 differential predictive protein mass clusters were identified in patients with metastatic lung cancer disease compared to healthy individuals. These clusters provide for a robust risk prediction model. The sensitivity and specificity of this model was estimated to be 87.3 and 81.9%, respectively, for the first validation set, and 96.0 and 66.7%, respectively, for a second validation set of patients with early disease (stages I and II). A differential 11.5/11.7 kDa double-peak could be identified as serum amyloid A (SAA) by peptide mapping. Our data suggest that the SELDI-TOF MS technology in combination with a careful statistical analysis appears to be a useful experimental platform which delivers a rapid insight into the proteome of body fluids and may guide to identify novel biomarkers for lung cancer disease.

Introduction

With a high incidence and a total 5-year survival rate of only 10-15%, lung cancer (LC) remains the most common cause of cancer-related death in Europe and in the USA (1). For both major LC subtypes, non-small cell lung cancer (NSCLC) and small cell lung cancer (SCLC), the probability of cure is predominantly a function of the extent of the anatomical spread or clinical stage of the tumor. In NSCLC, which accounts for approximately 80% of LC patients (2), complete surgical resection remains the mainstay of curative therapy but is restricted to patients with stage I-IIA disease (3). Both early LC detection and accurate recognition of tumor dissemination are important means to increase cure rates and to avoid unnecessary overtreatment of LC patients.

At present, there are no laboratory tests that permit reliable early detection of LC or indicate LC dissemination. Currently used serum tumor markers [i.e. neuron-specific enolase (NSE) (4), carcinoembryonic antigen (CEA), cytokeratin 19 fragments (CYFRA 21-1), and others], as single biomarkers or in combination, lack sufficient sensitivity and/or specificity to fulfill the requirements for population screening and early diagnosis of asymptomatic LC patients (5-9).

Proteomic technologies are used for global profiling and identification of disease-associated markers in biological fluids (10-12). The study of protein expression patterns by mass spectrometry (MS) in tissue or serum offers the opportunity to unravel and understand the molecular complexity of human tumors and has the potential for improvements in resolution, detectability and diagnostic accuracy (13,14). The surface-enhanced laser desorption and ionization technology allows for rapid identification of proteomic patterns in tissues and body fluids (11) by on-chip protein fractionation coupled to time-of-flight separation by mass spectrometry (SELDI-TOF MS). Several studies
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have suggested the usefulness of SELDI-TOF MS for the identification of novel cancer-associated biomarkers that may permit diagnosis in early disease stages and monitoring for tumor recurrence (4,15-20).

The aim of this study was to investigate proteomic expression differences between lung cancer patients and a healthy population by SELDI-TOF MS technology in order to discover novel LC-associated biomarkers.

Materials and methods

Patients and controls. Serum samples from LC patients at initial diagnosis and healthy volunteers were processed according to a standardized protocol within 1.5 h after phlebotomy at room temperature. Venous blood (5 ml) was centrifuged at 3500 rpm for 10 min, distributed into 200 μl aliquots, and stored at -80˚C.

The training set included 139 lung cancer patients and 158 healthy individuals (Table I). A validation sample set (validation set I) was collected from 63 lung cancer patients and 63 controls. All patients of the training and validation set I had advanced disease stage (UICC stages III and IV). In addition, 25 samples from patients with early stage lung cancer (UICC stages I and II) and additional 25 control samples from healthy individuals were collected (validation set II). All probands gave informed consent, and the study was approved by the institutional ethics committee.

Sample preparation and SELDI-TOF MS. Each (9 μl) serum sample was mixed with 13.5 μl of urea buffer (9 mM urea, 2% CHAPS, 50 mM TRIS-Cl, pH 9.0), placed on an air shaker for 20 min in ice for proper denaturation, after which 200 μl of binding buffer (100 mM sodium acetate, pH 4.0) was added. Initial analyses included CM10 weak cation exchange, Q10 strong anion exchange, and Cu-IMAC (copper-immobilized metal affinity chromatography) Protein Chips (Ciphergen Biosystems, Inc., Fremont, CA). Protein Chips were processed in a Bioprocessor by adding 150 μl binding buffer to each well, incubating for 5 min at RT with shaking at 700 rpm. After repetition of this step, the buffer was removed, and 100 μl denatured protein sample was added immediately in duplicate. After 30 min on a platform shaker at RT, the arrays were washed 3 times with 150 μl binding buffer for 5 min followed by two quick rinses with 200 μl of de-ionized water. The arrays were dried for 15-20 min. Finally, 1 μl of half-saturated SPA dissolved in 50% ACN/0.5% TFA was added twice. ProteinChips were stored at RT in the dark until analysis by a ProteinChip reader (Protein Biology System Iic, Ciphergen Biosystems) in two runs in a low mass (LM) and a high mass (HM) range. Laser intensity was set at 170 for LM (195 for HM) and detector sensitivity at 7 (9 for HM) to acquire an optimal mass from 2 to 30 kDa (10-50 kDa) and a maximum mass of 50 kDa (150 kDa). Spectra consisted of 130 averaged laser shots. External calibration was performed using an All-in-One Protein Standard II (hirudin BHVK, 7.0 kDa; bovine cytochrome C, 12.2 kDa; equine myoglobin, 17.0 kDa; bovine carbonic anhydrase, 29.0 kDa; yeast enolase, 46.7 kDa; bovine albumin, 66.4 kDa; and bovine IgG, 147.3 kDa; Ciphergen Biosystems). Automatic baseline correction was used and peaks with an m/z value of 2.5 kDa were mainly ion noise from the matrix and were therefore excluded from the analysis. The peak intensities were normalized to the total ion current of m/z between 2.5 and 150 kDa, and data filtering was set as default at 0.2 times of the expected peak width. The data were pre-processed with ProteinChip Software 3.1.

Table I. Clinico-pathological characteristics of patients with lung cancer and healthy controls in training set, validation set I (advanced lung cancer), and validation set II (early-stage lung cancer).

<table>
<thead>
<tr>
<th>Set</th>
<th>Group</th>
<th>Total (n)</th>
<th>Histology (n)</th>
<th>Stage</th>
<th>Male/Female</th>
<th>Age range (Median)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set</td>
<td>Lung cancer</td>
<td>139</td>
<td>Adenocarcinoma (54)</td>
<td>III-IV</td>
<td>101/38</td>
<td>35-86 (64)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Squamous cell lung cancer (33)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Small cell lung cancer (31)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Large cell lung cancer (11)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Undifferentiated lung cancer (10)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>158</td>
<td>-</td>
<td></td>
<td>93/65</td>
<td>21-69 (37)</td>
</tr>
<tr>
<td>Validation set I</td>
<td>Lung cancer</td>
<td>63</td>
<td>Adenocarcinoma (34)</td>
<td>III-IV</td>
<td>43/20</td>
<td>37-86 (68)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Squamous cell lung cancer (16)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Small cell lung cancer (7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Large cell lung cancer (4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Undifferentiated lung cancer (2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>63</td>
<td>-</td>
<td></td>
<td>37/26</td>
<td>20-68 (35)</td>
</tr>
<tr>
<td>Validation set II</td>
<td>Lung cancer</td>
<td>25</td>
<td>Adenocarcinoma (15)</td>
<td>I-II</td>
<td>23/2</td>
<td>52-81 (68)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Squamous cell lung cancer (9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Large cell lung cancer (1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control</td>
<td>25</td>
<td>-</td>
<td></td>
<td>16/9</td>
<td>21-67 (39)</td>
</tr>
</tbody>
</table>
Further protein peak clustering and classification analyses were made using Ciphergen Express- and Biomarker Pattern software (all Ciphergen Biosystems).

Statistical analysis. To extract covariates for subsequent analyses from individual protein spectra of the training set, peaks were defined through the package ‘ppc’, employing a minimal signal-to-noise ratio 3, peak span 0.05 on log scale, and smoothing span 0.5 on log scale (21), in the statistical environment R (22). A predictive model was then constructed by means of a logistic regression model with penalized parameter estimation (23). Analysis decisions that were found to be required in the course of model building were based on prediction performance estimated from 10-fold cross-validation. This approach permitted to build the model exclusively on the training set and saved the validation set for controlling the final model. This principle of analysis is important because identification of peak clusters from the combined data would have biased the estimated prediction error of a later final model on the validation set in downward direction. Also, modelling of interactions, as provided e.g. by decisions tree modelling techniques or support vector machines, was deliberately not considered to allow clear interpretations.

In the first step of model building, hierarchical clustering of defined peaks was performed based on a maximal cluster width of 0.1 on log scale (21). Covariate values of 0 or 1 were determined for each cluster and for each spectrum according to the presence or absence of a peak in the respective cluster within a given spectrum. The actual peak intensities were deliberately not used since a large variability of intensities is known to occur in repeated measurements, and cross-validation indicated that the predictive performance was influenced negligibly by this decision.

Based on the defined covariates (which correspond to the peak clusters) and a 0/1 response that indicated whether a sample was from a cancer patient (value 1) or from a healthy control (value 0), the parameters of a logistic regression model were estimated. For each of the peak clusters, one estimated parameter was obtained that indicates whether the respective peak cluster was deemed informative in a multivariate model, i.e. whether the information of a sample having a peak in the respective cluster was useful for predicting the class membership (cancer vs. healthy) of the sample. Non-informative clusters were identified by close-to-zero or ideally equal to zero parameter estimates.

To reduce variability of estimates and to increase model stability, penalized estimation was applied. We chose a Lasso-like L1 penalty on the parameters (23-25) because this leads to sparse models, i.e. only a subset of the peak clusters receives non-zero parameter estimates while maintaining good predictive performance. This procedure has one tuning parameter, the amount of penalization, that in effect determines what number of peak clusters receive non-zero parameter estimates, i.e. non-zero influence. An advantage of this specific procedure [path algorithm for generalized linear models (23), implemented in the R package software ‘glmpath’] is the availability of information criteria for automatic selection of this parameter, whereas computationally more intensive and potentially more unstable resampling methods would have been necessary otherwise. We employed the Bayesian information criterion (BIC) which is expected to result in conservative models with relatively few influential peak clusters. To note, one disadvantage of the chosen estimation technique is that no standard error estimates, i.e. also no p-values, are obtained for the parameter estimates. Therefore, it is difficult to judge for peak clusters that receive non-zero parameter estimates how important they are. We attempted to obtain a rough approximation by fitting an unpenalized logistic regression model including only those peak clusters that receive non-zero parameter estimates from penalized estimation.

Protein purification, passive elution, and peptide mapping. Proteins of interest were enriched by anion exchange chromatography using Q HyperD F Spin Columns (Ciphergen Biosystems) according to the manufacturer’s instructions. Briefly, denatured serum samples were diluted 1:1 in 50 mM Tris-HCl, pH 9.0 and incubated with the equilibrated anion exchange sorbent of the column on a shaker at room temperature for 30 min. Proteins were eluted in 100 μl aliquots by a pH gradient in five decrement steps (pH 9.0, 7.0, 5.0, 4.0, and 3.0) concluded by an organic washing step in a solution of 33.3% isopropanol, 16.7% ACN, and 0.1% TFA. Each fraction (10 μl) diluted in 90 μl of binding buffer was monitored by SE LD-TOF MS on CM10 arrays as described above. The residual of each fraction was separated on 10-16% Tris-tricine polyacrylamide gels that were stained overnight with colloidal Coomassie brilliant blue G250 and destained with 20% methanol. Proteins of low molecular weight (<20 kDa) were passively eluted from gel bands using a solution of 45% formic acid, 30% ACN, 10% isopropanol, 15% H2O. A small portion (3 μl) of eluted protein was reanalysed by SELDI-TOF MS on normal phase (NP20) arrays. The remaining eluate was lyophilized and resolved in 5 μl of 20 ng/μl sequencing grade trypsin (Promega, Madison, WI) in 25 mM ammonium bicarbonate and 10% ACN and incubated overnight at 37°C. Tryptic peptides were analysed by SELDI-TOF MS on NP20 arrays using an CHCA matrix and external calibration by an All-in-One Peptide Standard (vasopressin, 1.08 kDa; somatostatin, 1.64 kDa; dynorphin, 2.15 kDa; ACTH 1-24, 2.93 kDa; bovine insulin β-chain, 3.50 kDa; human insulin, 5.81 kDa; hirudin BHVK, 6.96 kDa; Ciphergen Biosystems). The MASCOT software (Matrix-Science, London, UK) was used in the Peptide Mass Fingerprint mode in combination with the NCBIinr database (National Center for Biotechnology Information, WA) for protein identification (search criteria: monoisotopic m/z, mass accuracy 1.2 Da or better, up to one missed cleavage). Probability based Mowse scores >65 were considered as significant (p<0.05).

Results

Analysis of mass spectrometry data. Serum samples of untreated lung cancer patients and healthy individuals were analyzed on ProteinChip arrays using SELDI-TOF MS. Prominent differences in the expression of protein peaks...
were observed between the two sample groups (Fig. 1). Statistical analysis of protein spectra obtained with the CM10 weak cation exchange surface resulted in 24 peak clusters. Differences in the serum proteomes between normal individuals and advanced lung cancer patients were analyzed by L1-penalized logistic regression with penalty parameter chosen by BIC.

Seventeen of the 24 CM10 peak clusters were identified to distinguish between cancer patients and healthy individuals (Table II). The standard error estimates and \( p \)-values obtained from unpenalized estimation indicate the relative importance of the peak clusters. To note, these standard errors and \( p \)-values have to be interpreted with caution, not only because they exhibit potential bias because of estimation after peak cluster selection, but also because the unpenalized estimate was rather unstable, e.g. as indicated by some unrealistically large estimates.

The prediction for new samples was based on the very stable penalized estimates. For example, for a sample that exhibits peaks in clusters 4.213, 6.634, 7.68, 8.924, 9.292, and 132.860 Da (but not in the others) the predicted probability of being a cancer sample would be

\[
\frac{1}{1 + \exp[-(-1.941+0.415+1.767+0.920+(-1.130)+(-0.544)+3.095)]] = \frac{1}{1 + \exp(-2.582)} = 0.930
\]

using the estimated intercept value of -1.941. With a cut-off of 0.5, this sample would be classified correctly to be from a cancer patient.

Since the 17 informative peaks were identified to be influential by a multivariate technique, not every single peak is expected to expose large differences between groups (e.g. the peak at 132.860 Da). For comparison, a peak list based on univariate techniques was created with Ciphergen Express software comparing all different clusters of a given range of profiles, operating \( p \)-value calculations.

---

**Table II. Peak clusters used in the final predictive logistic regression model.**

<table>
<thead>
<tr>
<th>Position (Da)</th>
<th>Minimum (Da)</th>
<th>Maximum (Da)</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>( p )-value</th>
<th>All patients</th>
<th>Adenocarcinoma</th>
<th>SCC</th>
<th>LCLC</th>
<th>Poorly differentiated</th>
<th>SCLC</th>
<th>Healthy</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.856</td>
<td>2.728</td>
<td>2.867</td>
<td>-1.185</td>
<td>0.985</td>
<td>0.043</td>
<td>19.1</td>
<td>27.4</td>
<td>15.6</td>
<td>22.7</td>
<td>22.2</td>
<td>22.7</td>
<td>24.8</td>
</tr>
<tr>
<td>2.946</td>
<td>2.940</td>
<td>3.026</td>
<td>-0.826</td>
<td>0.937</td>
<td>0.434</td>
<td>12.1</td>
<td>17.9</td>
<td>9.4</td>
<td>13.6</td>
<td>22.2</td>
<td>13.6</td>
<td>24.8</td>
</tr>
<tr>
<td>3.156</td>
<td>3.076</td>
<td>3.262</td>
<td>-2.784</td>
<td>0.459</td>
<td>&lt;0.001</td>
<td>40.1</td>
<td>36.8</td>
<td>37.5</td>
<td>40.9</td>
<td>38.9</td>
<td>40.9</td>
<td>62.5</td>
</tr>
<tr>
<td>3.366</td>
<td>3.306</td>
<td>3.441</td>
<td>3.035</td>
<td>0.611</td>
<td>&lt;0.001</td>
<td>27.2</td>
<td>23.6</td>
<td>25.0</td>
<td>31.8</td>
<td>38.9</td>
<td>31.8</td>
<td>1.6</td>
</tr>
<tr>
<td>3.881</td>
<td>3.874</td>
<td>3.974</td>
<td>1.209</td>
<td>1.131</td>
<td>0.216</td>
<td>8.5</td>
<td>3.8</td>
<td>15.6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>4.213</td>
<td>4.197</td>
<td>4.360</td>
<td>0.415</td>
<td>0.463</td>
<td>0.040</td>
<td>66.5</td>
<td>79.2</td>
<td>62.5</td>
<td>59.1</td>
<td>50</td>
<td>59.1</td>
<td>78.7</td>
</tr>
<tr>
<td>4.640</td>
<td>4.466</td>
<td>4.647</td>
<td>0.789</td>
<td>0.969</td>
<td>0.138</td>
<td>12.5</td>
<td>3.8</td>
<td>23.4</td>
<td>9.1</td>
<td>5.6</td>
<td>9.1</td>
<td>2.2</td>
</tr>
<tr>
<td>5.907</td>
<td>5.895</td>
<td>5.921</td>
<td>1.411</td>
<td>1.175</td>
<td>0.001</td>
<td>56.6</td>
<td>51.9</td>
<td>71.9</td>
<td>54.5</td>
<td>72.2</td>
<td>54.5</td>
<td>41.9</td>
</tr>
<tr>
<td>6.634</td>
<td>6.621</td>
<td>6.647</td>
<td>1.767</td>
<td>1.159</td>
<td>&lt;0.001</td>
<td>42.3</td>
<td>47.2</td>
<td>26.6</td>
<td>45.5</td>
<td>27.8</td>
<td>45.5</td>
<td>50.2</td>
</tr>
<tr>
<td>7.768</td>
<td>7.753</td>
<td>8.220</td>
<td>0.920</td>
<td>0.786</td>
<td>0.655</td>
<td>94.9</td>
<td>93.4</td>
<td>100</td>
<td>86.4</td>
<td>100</td>
<td>86.4</td>
<td>90.5</td>
</tr>
<tr>
<td>8.924</td>
<td>8.705</td>
<td>8.951</td>
<td>-1.130</td>
<td>0.396</td>
<td>0.001</td>
<td>83.1</td>
<td>75.5</td>
<td>95.3</td>
<td>72.7</td>
<td>83.3</td>
<td>72.7</td>
<td>88.3</td>
</tr>
<tr>
<td>9.292</td>
<td>9.184</td>
<td>9.440</td>
<td>-0.544</td>
<td>1.263</td>
<td>0.174</td>
<td>97.4</td>
<td>98.1</td>
<td>100</td>
<td>86.4</td>
<td>100</td>
<td>86.4</td>
<td>98.1</td>
</tr>
<tr>
<td>11.635</td>
<td>11.476</td>
<td>11.673</td>
<td>4.269</td>
<td>886.0</td>
<td>0.983</td>
<td>35.3</td>
<td>21.7</td>
<td>43.8</td>
<td>45.5</td>
<td>66.7</td>
<td>45.5</td>
<td>0</td>
</tr>
<tr>
<td>15.080</td>
<td>14.637</td>
<td>15.830</td>
<td>0.673</td>
<td>1.117</td>
<td>0.363</td>
<td>2.6</td>
<td>1.9</td>
<td>3.1</td>
<td>4.5</td>
<td>0</td>
<td>4.5</td>
<td>0.6</td>
</tr>
<tr>
<td>17.317</td>
<td>17.187</td>
<td>17.359</td>
<td>-0.002</td>
<td>0.302</td>
<td>0.756</td>
<td>22.1</td>
<td>41.5</td>
<td>9.4</td>
<td>13.6</td>
<td>11.1</td>
<td>13.6</td>
<td>43.5</td>
</tr>
<tr>
<td>28.023</td>
<td>27.966</td>
<td>28.090</td>
<td>-2.208</td>
<td>0.343</td>
<td>&lt;0.001</td>
<td>31.6</td>
<td>35.8</td>
<td>23.4</td>
<td>54.5</td>
<td>11.1</td>
<td>54.5</td>
<td>84.4</td>
</tr>
<tr>
<td>132.860</td>
<td>132.330</td>
<td>133.646</td>
<td>3.095</td>
<td>10754.0</td>
<td>0.998</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99.7</td>
</tr>
</tbody>
</table>

Coefficients are derived from penalized estimation. Approximate standard errors and \( p \)-values are derived from unpenalized estimation after peak selection. SCC, squamous cell cancer; LCLC, large cell lung cancer; SCLC, small cell lung cancer.
and graphical presentations. Only one additional potentially relevant peak at 13.75 kDa not pointed out by the multivariate analysis was identified (data not shown).

Class prediction performance. ROC curves were generated that indicated sensitivities and specificities for class prediction by smoothly varying the cut-off applied to the predicted probabilities for classification (Fig. 2A). One decision based on cross-validation results was to restrict the analysis to the CM10 data, because addition of the Q10 and Cu-IMAC data did not increase predictive performance much, but considerably increased the number of peaks used by the model for prediction (data not shown).

The comparison to the mean performance on the cross-validation training sets shows that prediction performance is only slightly overestimated in the training data, indicating that the procedure used harbours little danger of overfitting.

The ROC curves for the full training and validation set I were found to be very similar to the results from cross-validation (Fig. 2B; training set AUC: 0.938, validation set AUC: 0.918). This finding indicates that the statistical model employed provides a good prediction performance. Furthermore, it indicates that the structure found in the SELDI-TOF MS data is sufficiently stable to be applied to samples obtained at a later date.

The rate of correct classification with a cut-off of 0.5 (applied to the predicted probability) in validation set I was 0.841 (training set: 0.910). The corresponding sensitivity and specificity were 87.3 and 81.9%, respectively. The 15.9% misclassified samples comprise 12 of the 63 healthy controls, 1 of 28 adenocarcinoma patients, 4 of 21 squamous cell cancer patients, 2 of 7 small-cell lung cancer patients, and 1 of 3 undifferentiated or poorly differentiated lung cancer patients. None of the 4 large-cell lung cancer patients was misclassified.

In order to further examine the discriminatory power of the identified peak cluster in lung cancer patients we analyzed the sera of patients with early disease (stages I and II). While the estimate of prediction performance is limited by the small number of samples, a sensitivity of 96.0% and a specificity of 66.7% for a cut-off of 0.5 could be obtained nevertheless (Fig. 2C), which is also reflected in the correct classification rate of 0.793.

Peak identification. For the purification and identification of differentially expressed proteins, serum samples were used which demonstrated the relevant peaks in high abundance. Such samples were fractionated and separated on TRIS-tricine polyacrylamide gels. Proteins of low molecular weight <20 kDa could be passively eluted from gel bands and were re-analysed on an NP20 array. The re-analysis of an eluted protein confirmed its mass identity with the protein peak of the original SELDI-TOF MS spectrum (Fig. 3). In accordance with the original double peak found on Q10 arrays of control samples, a double-peak of 11.5/11.7 kDa was obtained. A Mascot database search for peptide masses from an NP20 array after trypsin digestion of this protein revealed serum amyloid a (SAA; gi:225986), with a significant probability based mowse score of 78 and a sequence coverage of 61%.

A molecular weight of 11.675 Da for this isoform of SAA supports the observed peak mass in the SELDI-TOF MS analysis.

Discussion

Mass-spectrometry-driven global proteomic analyses are considered to be key developments for the rapid detection of cancer-specific biomarkers (11,26). In this study, we have identified a serum proteomic classifier for the detection of lung cancer based on a novel sophisticated bioinformatic approach. Clustering of peaks in combination with penalized estimation of a multivariable classification model resulted in a series of biomarkers with a good prediction performance as demonstrated in two independent validation cohorts. As illustrated, the resulting logistic regression model is easily
interpretable and returns predicted probabilities of class membership (patient vs. healthy subject). Given the estimated parameters, predictions for new samples were readily obtained by inserting their spectrum/peak information. Importantly, the model discriminated not only patients with advanced lung cancer disease but also patients with early cancer (stages I and II). Proteomic profiles may therefore permit to develop highly sensitive diagnostic tools for the early detection of cancer.

Membership classification, i.e. discrimination of patients with lung cancer from healthy controls, was based on a 17-peak signature (2.856, 2.946, 3.156, 3.366, 3.881, 4.213, 4.640, 5.907, 6.634, 7.768, 8.924, 9.292, 11.635, 15.080, 17.317, 28.023, 132.860 Da). Based on p-value statistics, 6 most relevant differential proteins could be identified (at 3.156, 3.366, 5.907, 6.634, 8.924 and 28.023 Da), however, the model is based on the performance of all 17 proteins presented in the peak list.

Besides the potential for good prediction performance, the multivariate model was expected to identify selectively influential peaks that could not be detected by univariate techniques. For example, compared to the healthy controls, the peak cluster at 6.634 Da is present in a larger proportion for the small-cell lung cancer patients, but in a much smaller proportion for other subtypes. Only a multivariate model can combine this with the information on presence of other peaks to extract the discriminative information from this peak cluster.

The robustness of the interpretation of the proteomic signature is based on the reliability of SELDI-TOF MS technology in combination with the bioinformatics approach. Specifically, prediction for a new patient relies only on the qualitative information of presence/absence of peaks and does not require the quantitative peak height. This feature of the analysis is expected to provide a general level of robustness also for additional applications settings and may help to counter the general scepticism about the reliability of MS-based serum proteomics as cancer biomarkers (27,28).

Several studies have been performed concerning proteomic fingerprinting in cancerous and non-cancerous diseases with identification of specific new biomarkers. Interestingly, some of the differentially expressed proteins described here have been also found by others: 11.6 kDa (29-32), 3.2 and 3.3 kDa (33), 15.1 kDa (34,35), and 17.2 kDa (36), although there are various different proteins patterns identified by each group. Particularly, the 11.6 kDa mass has been identified as serum amyloid A (SAA) (33), which is a major acute phase protein that is associated with circulating high-density lipoprotein and appears to be a potential useful biomarker to monitor relapse of nasopharyngeal cancer. SAA is also known to act as a cytokine and to influence cell adhesion, migration, proliferation, and aggregation. This marker was elevated in 41% of lung cancer patients at initial diagnosis. Furthermore, this protein is one of 20 peaks in another classifier identified through proteomic fingerprinting by SELDI-TOF MS in sera from patients with tuberculosis (36). SAA has recently been identified to represent a prognostic marker in melanoma (37).

Apart from proteomic fingerprinting in sera or plasma from lung cancer patients proteomic patterns have been directly obtained from small amounts of fresh frozen lung-tumour tissue. High-throughput technologies have the potential to view signal transduction networks more globally than it is possible with immunohistochemical analysis (38) and to define distinct prognostic signatures (39,40). However, proteomic profiling from blood allows repeated measurements even during treatment without the need for tumor tissue. Interestingly, a classification algorithm based on MALDI MS analysis was recently reported in sera or plasma that could identify subgroups of NSCLC patients with improved time to progression and overall survival after treatment with the EGFR TKIs gefitinib and erlotinib (41).

In general, detection of lung cancer at early stage disease is an important goal for molecular diagnostics. The predictive performance in our study appears to be quite reasonable with
a sensitivity of 87.3% and a specificity of 81.9%. In two other recent reports, Yildiz et al (32) describe a sensitivity of 58% and specificity of 85.7%, and Jacot et al (42) found even a higher performance with a sensitivity of 94.3% and a specificity of 85.9%. Ideally, a simple blood test using only a few biomarkers may represent the most convenient way to improve early detection of lung cancer as described recently (43) by analyzing four proteins: carcino-embryonic antigen, retinol binding protein, α1-antitrypsin, and squamous cell carcinoma antigen. These markers classified lung cancer patients with 77.8% sensitivity and 75.4% specificity. Nevertheless, it will probably take a combination of novel imaging methods and biomarkers to improve early diagnosis of high-risk individuals with early lung cancer.

In summary, we conclude that serum protein profiling using SELDI-TOF MS combined with a sophisticated bioinformatic approach is a promising tool for diagnosing and early detection of lung cancer patients. Because lung cancer is a highly heterogeneous disease, further studies are necessary to validate the classifier in different histological subsets, smokers and non-smokers, and other non-cancerous lung diseases.
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